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QUANTUM DEVICE DEVELOPMENT

FINAL TECHNICAL REPORT

FOR CONTRACT NO. N00014-87-C-0363

EXECUTIVE SUMMARY

The historical trend of exponential improvement in cost and performance of inte-
grated circuits can be traced primarily to downscaling of minimum geometries resulting from
progress in design, lithography, and processing. However, because of the onset of funda-
mental limits, downscaling will cease to be an option for noncryogenic operation in the mid-
1990s, unless revolutionary devices and chip architectures are developed. Unipolar tunneling
devices based on heterojunction technology appear to circumvent the scaling limits of
conventional devices, and are, therefore, of interest as a potential solution to the device
portion of this problem. A particular type of heterojunction device called a resonant tunneling
transistor was selected for this effort.

In this report, results of a program of research and development of resonant tunneling
transistors are described. Unlike some devices that have been called "resonant tunneling
transistors" but are really conventional devices incorporating resonant tunneling diode
structures, these are "true" resonant tunneling transistors. A true resonant tunneling transistor
consists of a single-well, double-barrier resonant tunneling diode structure to which a third
terminal, directly contacting the quantum well, has been added. Two types of resonant
tunneling transistor (RTT) were included within the scope of the contract: a unipolar version
called the quantum excited-state tunneling transistor (QuESTI), and a pseudomorphic
bipolar version called the bipolar quantum resonant tunneling transistor (BiQuaRTT). A
lattice-matched version of the BiQuaRT" was developed by the contractor under an earlier
Air Force contract. Although the bipolar devices do not meet the downscaling requirements,
they require less difficult processing and can serv as a valuable proof of principle and guide
to design of unipolar devices.

The report describes the development of a theory of resonant tunneling structures and
its use to derive device models that have been used in the design of device structures. It also
describes the extensive process development that has been required to permit contacting the
very thin (5-nanometer) quantum-well base layers, and also to isolate the emitter, base, and
collector layers. The processes developed have been used to fabricate transistors, and these
devices have been characterized electrically.

Unipolar and bipolar RTrs in both GaAs- and InP-based heterojunction material
systems were fabricated and characterized. Initial demonstration of the pseudomorphic
InGaAs base BiQuaRTT was achieved in the GaAs/AlGaAs/InGaAs system. Resonant
tunneling was observed in the pseudomorphic AlGaAs/InGaAs/GaAs system and the
Al.Ga1 -,As/AlyGa, As/GaAs system. High current density, important for high-speed
applications, of 10' A/cm2 with a peak-to-valley current ratio of 2:1 at 77 K was achieved in
an AlGaAs/GaAs RTD. The heterojunction device models developed under this contract
were used to interpret the I(V) characteristics of a set of precisely characterized RTDs. This
work established the predictive ability of the heterojunction models and provided a simple



explanation for I(V) asymmetry in RTDs in terms of monolayer thickness fluctuations. An
implantation process for contacting an n-type quantum well was developed and used to
contact the quantum well of a unipolar GaAs RIT. This device iq the first Stark-effect
Transistor (SET) to exhibit oscillatory negative transconductance at 77 K and was an
important test vehicle for understanding transport into and out of n-type quantum wells.

A state-of-the-art MBE growth capability for In(AlGa)As compounds lattice-matched
in InP was demonstrated. Methods for growth of resonant tunneling heterostructures and for
heavily doping InGaAs with Be and Si were developed. A microwave resonant tunneling
transistor process was also developed and microwave characterization of RTDs and RTTs
was performed. In the final weeks of the contract, both unipolar and bipolar InP RTTs were
demonstrated and characterized. We achieved for the first time room-temperature dc and
microwave gain from the unipolar InP-based RTTs. These unipolar hot-electron transistors
are the first ever to show room-temperature dc and microwave gain.

Recommendations for further work include engineering of the transistor heterostruc-
ture to optimize the device at room temperature. Development of selective wet- and dry-etch
processes are needed to realize the full potential of these advanced device structures and
provide for a manufacturable process. As quantum transistors are moved into a manufactur-
ing environment, device design rules will be required to allow the realization of circuits.
These must evolve from a strong theoretical understanding of the basic device transport that
must be built concurrently and in close collaboration with the experimental effort. No insur-
mountable technical impediments to the realization of quantum transistor devices and circuits
were found, and continued development of resonant tunneling transistors and circuits is
recommended.

2



SECTION I

INTRODUCTION

A. NEED FOR QUANTUM DEVICES/CIRCUITS
The downscaling of minimum geometries of transistor-based integrated circuits (ICs)

will eventually be brought to an end by a combination of problems related to devices, inter-
connections, noise, and reliability. The resulting saturation of circuit densities almost cer-
tainly implies a saturation of the historical exponentially downward trend in cost and volume
per bit or function, which has been a primary driving force for the increasing pervasiveness
of electronics in Department of Defense (DoD) systems. Scaling has also provided exponen-
tial improvements in device speed and power dissipation, which have led to substantial
enhancement of system performance. Because the introduction of sophisticated electronics
into these systems has significantly improved their capabilities, it is appropriate to inquire
whether an alternative scenario that significantly prolongs exponential trends in cost and
performance exists.

Estimates based on abstract physical switching device models that are independent of
specific device tech-nologies indicate that several orders of magnitude in downscaling of
device power in devices with minimum geometries of a few nanometers would be theoreti-
cally permitted, if an appropriate nontransistor device technology could be found. The key to
this search is to employ electronic phenomena that are characterized by dimensions much
smaller than the depletion layer widths and diffusion lengths that provide, the basis for con-
ventional transistor function.

A step can be taken in this direction by using heterojunctions rather than p-n junctions
to introduce potential barriers for purposes of carrier confinement. This approach is currently
limited to GaAs, however, because of the absence of an adequate heterojunction technology
for silicon. Nevertheless, as we shall see, this approach can be carried to the limit of com-
pletely unipolar devices employing only heterojunctions for confinement, totally eliminating
all p-n junctions, and their associated space-consuming depletion layers, from the device.

The advent of molecular-beam epitaxy (MBE) and similar technologies permits the
fabrication of semiconductor heterostructures with teatures on the scale of nanometers. These
capabilities have been applied to the development of semiconductor devices with signifi-
cantly improved performance. Three distinct thrusts may be identified within this worldwide
development effort. The first is to apply heterostructure technology to improve what are
essentially classical semiconductor devices. The selectively doped heterostructure transistor
(SDHT), which is also known as the high electron mobility transistor (HEMT), and the
heterojunction bipolar transistor (HBT) are examples of this thrust. The second thrust is to
employ heterostructures in optoelectronic devices, to exploit their ability to confine carriers
and optical fields and to modify quantum states of electrons. The third thrust, which has had
by far the smallest total effort of the three, is to find novel physical phenomena enabled by
nano-scale heterostructures that can lead to truly revolutionary device mechanisms. Because
semiconductor structures having dimensions comparable to the Bloch wavelength of elec-
trons can be fabricated, the obvious place to look for such phenomena is in quantum-me-
chanical effects.
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Quantum-mechanical tunneling is an electron transport mechanism that becomes
important when the thickness of potential barriers to carrier transport becomes very small,
about 0.01 pm (10 rm). The mechanism is of interest because it potentially permits carrier
transport control by electrical means in structures far too small to operate as conventional
transistors. Three-terminal devices based on tunneling may thus provide a means of continu-
ing the historical exponentially downward trend in minimum device geometries, and in
switching power and delay, beyond the limits of transistors.'

The progress of AlGaAs/GaAs heterojunction technology has rejuvenated interest in
tunneling devices, and particularly in the use of quantum wells to modify the density of states
available to tunneling carriers. The most popular structure for study has been the single
quantum well, double-barrier resonant tunneling diode (RTD).2 , before the inception of this
contract, the contractor and others had demonstrated RTDs with superior low-temperature
negative differential resistance (NDR) characteristics,' and the contractor had shown that
NDR persists at high temperatures in these devices., NDR, perhaps because of incoherent
resonant tunneling, has also been shown to persist at frequencies as high as 2.5 THz.

Early experience with Esaki diodes has shown, however, that, although diodes exhib-
iting NDR can be used for switching, large-scale ICs based on such threshold logic devices
are not realizable.6 Three-terminal devices that provide sufticient current gain for fanout are
required, and the fabrication process must be suitable for integration

B. RESONANT TUNNELING

Resonant tunneling structures are the simplest case of devices exhibiting quantum
confinement and coupling. The confinement in this type of structure is achieved in one
dinension by using quantum-well heterostructures. The first investigation of these structures
was done by Chang, Esaki and Tsul who observed weak structure in the current-voltage
characteristics of resonant tunneling diodes at low temperatures. Interest in these structures
was revived by the work of Sollner et al., A number of groups are now actively studying
resonant-tunneling diodes and attempting to incorporate resonant-tunneling structures into
three-terminal devices (transistors).

A typical ETD structure is shown in Figure 1. The most often used material is the
lattice-matched GaAs/AIGaAs system, where the highly doped contacts and central quantum
well are GaAs and the barriers are Al.Ga,- As. The two Al Ga,_As layers that define the
central GaAs quantum well serve as partially transparent barriers to electron transport
through the device. Resonant tunneling occurs when the bias voltage across the outer elec-
trodes is such that one of the quantum-well bound states is at the same energy as some
occupied states in the cathode and some unoccupied states in the anode. Peaks in the electron
transmission as a function of incident electron energy thus lead to peaks in the current-
versus-voltage characteristic of the diode. Trhe structure is an electrical analog of a Fabry-
Perot resonator.

C. RESONANT-TUNNELING TRANSISTORS

1. Quantum-Classical Hybrid Devices

If one seeks to exploit resonant tuneling in a three-terminal (transistor) device, there
are, broadly, two different ways to approach this task. The simpler and presently more
popular approach is to insert a resonant-tunneling quantum-well structure into one electrode

4
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Figurt 1
Characteristics and conduction band profile of resonant tunneling diode. I (V) characteristic is plotted on
right. Points labeled A, B, and C correspond to conduction-band profiles plotted on right. Shaded areas

of band-profile plots show occupied electron states and dotted lines show resonant energ) levels. No
current flow in equilibrium (A). As bias voltage is applied, resonant level is pulled down to permit

resonant tunneling (B), which appears as peak in I(V) curve. Tunneling current then declines (C) as
resonant level is pulled below conduction-band edge on upstream side.

of an otherwise conventional device. Examples of this approach employ bipolar,, hot-
electron', and various field-effect 9 transistors. The perceived advantages of such structures lie
in their novel I(V) characteristics, typically including a negative resistance region and
leading to multistable s.i tes in simple circuits. The problem with this approach is that the
same characteristics would be more easily obtained by simply connecting a negative-
resistance RTD in series with the conventional device. To illustrate this, we have fabricated
such a device in the simplest possible way: by wiring together a resonant-tunneling diode
with an off-the-shelf transistor. The I(V) characteristic of s.uch a hybrid is shown in Figure 2.
The hybrid device consists of - series combination of a normal MOSFET and a double-
barrier resonant-tunneling structure and exhibits the characteristics that most series
combinations do: negative differential resistance, negative transconductance, etc.
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Figure 2
I(V) characteristics of a series combination of RTD and MOSFET. MOSFET is at room temperature;

RTD at 77 K.

Therefore, there is no persuasive reason for intimately integrating the transistor and
the RTD; they could just as well be fabricated side-by-side on the same chip. The more
promising approach is to build what we describe as a "true" tunneling transistor, in which the
structure is designed so that the quantum well is independently contacted and its potential
may be adjusted independently of the adjacent electrodes. This will permit a full exploitation
of the tunneling transport mechanism, and is the approach of the present program.

2. True Resonant Tunneling Transistors (RTTs)

The goal of the present program is to demonstrate three-terminal-quantum
semiconductor devices of each of two designs, described in the following paragraphs. They
are referred to by the acronyms QuESTT (for quantum excited-state tunneling transistor) and
BiQuaRTI (for bipolar quantum resonant-tunneling transistor). These devices were
conceived within the constraint that nanometer resolution should only be required in the
vertical direction, which is readily achieved using epitaxial growth techniques. Because
quantum-mechanical effects are permitted in only one spatial dimension, the present devices
are closely analogous to the purely classical bipolar and hot-electron transistors. However,
the obvious approach of simply scaling down a classical device to quantum dimensionslo
leads to fundamental problems that require a modification of the device design. The analysis
of these problems and the rationale behind the QuEST1" and BiQuaRTIT designs are
discussed in the following paragraphs.
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To make a three-terminal quantum device requires a way to control the current
through the device with a voltage or current supplied to the control electrode. The current
through the device may be presumed to be conducted by resonant tunneling of electrons. The
obvious approach should be to try to manipulate the potential of the quantum well. If this is
to be done through the electrostatic potential, then mobile charges must be added to or
removed from the structure by the control electrode, to act as sources of the perturbation in
the potential. The fundamental problems that lie in the nature and behavior of these charges.

In semiconductors, the available charge carriers are electrons and holes. In view of
the recent successes of ballistic hot-electron devices, '' ,2 consider first what happens when
trying to use electrons to control the tunneling current. The problem with such schemes is
that the "cold" electrons in the base are still quantum-mechanical particles, and they have to
occupy allowed quantum states in the quantum well. The lowest state is typically the state
through which the current-carrying electrons are supposed to tunnel. Thus, it is difficult to
maintain the distinction between the controlling and current-carrying electrons in this
structure. Another way to view this problem, as illustrated in Figure 3, is that the base-
collector barrier is not sufficient to confine the electrons in the base, if it is thin enough to
permit resonant tunneling. This leads to an excessive base-collector leakage current, of
sufficient magnitude to completely short out the base and make transistor action impossible.
Devices of this structure have been built and show precisely this behavior."

Isolation
Base Emitter

IGI s GaAs
B A

XV X

,, (b)
..... / "- " -,/x > - ...... ' " -> , AlGaAs

B' GaAs A

Collector

(a) B

B'
(c) 02617

Figure 3
(a) Hot-electron tunneling transistor. (b) Band diagram through AA' shows tunneling behavior, but (c)

that through BB' shows parasitic base current.
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To overcome this problem, a device called the QuESTT was invented by the contrac-
tor. This structure uses a narrower-bandgap quantum-well layer to "hide" the lowest-lying
electron state from the tunneling electrons, thus making it available to the control electrons
(Figure 4). The control electrons are injected into and removed from the base by a tunneling
contact to a thick layer of the narrow-bandgap material. This device thus requires a selective
epitaxial regrowth process to make the base contact.

As with the unipolar device described, the most obvious bipolar quantum transistor
structure will not work. The problem becomes apparent when considering the energy-band
diagram of the resonant-tunneling structure. Such a band diagram is shown in Figure 5. To
achieve resonant tunneling, the potential of the bottom of the quantum well must be biased
below the bottom of the conduction band in the source electrode. Notice what this implies
about the emitter-base bias: it must be greater than the narrower bandgap, and in the forward
direction for current flow. To have some way to make contact to the holes in the quantum
well implies a bulk region that is doped p-type. If this p region is in contact with the n-type
emitter, a catastrophic current will result.

The solution to this problem is the same as that which led to the QuEST'. The quan-
tum well can be made of a narrower-bandgap material, which will reduce the bias voltage
required to turn on the device to a manageable level. This device is the BiQuaRT'IT. The band
diagram of the resulting structure is shown in Figure 6. The contact to the base of this device
can be achieved with conventional fabrication technology, using either ion implantation or
diffusion of acceptors. The compositional disorder resulting from either of these processes is
actually of benefit, because it helps to reduce the energy barrier between the contact and the
base layer.

In view of the known band alignments at GaAs-based heterojunctions, a practical
BiQuaRTT design will usually involve tunneling through the second state in the well, leaving
the ground state vacant for control carriers. However, catastrophic leakage currents still exist.
Since the ground state is not actively involved in the tunneling, it can be "hidden" below the
conduction band."

A number of options exist for the creation of wider-bandgap regions in the emitter
and collector (with respect to the quantum well). One option is to use an AIGa,_ As emitter/
Al Ga,_ As tunnel barrier/Al1 Ga,_As quantum-well structure (y > x > z 0). Another is to use
multimaterial systems, such as a GaAs emitter/Al.Ga,_ As tunnel barrier/InGa,_ As quantum-
well structure, as previously mentioned. A third option is to create a wider-bandgap material
in the emitter/collector by using superlattices; i.e., a (GaAs/AlGa,_ As) superlattice emitter/
AlGa, -As tunnel barrier/GaAs quantum-well structure.

However, the structure cannot be designed indiscriminately since the screening of the
quantum well by the n+ cladding layers can deplete the well. This implies that (a) the well
may have to be doped to unrealistically high levels, or (b) the doping in the collector/emitter
regions must be physically moved farther away. One quickly realizes that the structure need
not be symmetric, since the current density through the structure is determined by the emitter
source contact. Progress on this variation is outlined in Section III.
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Figure 4
(a) Quantum excited-state tunneling transistor. (b) Shows collector current derived from tunneling
through excited (upper) quantum-well state. (c) Control carriers supplied to ground state by base

contact and confined by medium-gap collector.
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(a) Bipolar tunneling transistor. Energy-band diagram through Section AA' shown in (b) illustrates
problem of forward bias required for this device to operate.
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Figure 6
(a) Bipolar resonant tunneling transistor. Energy-band diagram through Section AA shown in

(b) illustrates reduced forward-bias voltage caused by narrow-bandgap quantum well.
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SECTION II

DEVICE SIMULATION AND MODELING

The theoretical tasks within the present program were directed toward two different
objectives. The first was to support the experimental development of the BiQuaRTT and
QuESTT by providing usable models that relate the structural design of the device to its
electrical properties. The second was to advance the fundamental understanding of the
physics of tunneling in semiconductor heterostructures to provide the scientific basis for
further progress on nanoelectronic devices. The primary approach to both these objectives
was to use numerical techniques to simulate, at a number of different levels of sophistication,
the behavior of the device structures.

A. TRANSISTOR DESIGN TOOLS

The key to understanding and designing any heterostructure device is the energy-band
profile of that device (that is, the energy of the band edges as a function of position). When
considering how such a device might operate, or how it might fail to operate, it is necessary
to consider the band profile. Designing a device requires specification of the epitaxial layer
thicknesses and doping levels. This should produce the desired band profile under the applied
voltage bias. To ensure that this is the case, one must have a way to compute the band profile
given the layer sequence and the applied voltages. The programs that fall under the heading
of "transistor design tools" perform this function.

In the course of this program and related ones conducted in the contractor's Ad-
vanced Concepts branch, it was found that an additional element is required if device model-
ing is to have a significant impact on the progress of experimental device development: the
device modeling programs must be usable by, and delivered to, those who are responsible for
developing specific devices. The more common situation wherein a specialist in device
modeling both develops and runs modeling programs, delivering only the modeling results, is
much less satisfactory. The device engineer is the person who most thoroughly understands
the details of the design, the constraints imposed by the fabrication process, and the existing
experimental data; consequently, the device engineer is the person who knows which ques-
tions need to be addressed by modeling. If the model is directly available to the device
engineer in the form of a usable computer program, those questions will be most effectively
answered. For example, we have observed that device engineers typically run a much larger
number of cases than do device modelers.

The idea of delivering usable modeling tools requires a redirection of the usual
approach of the device modeling specialist. The emphasis must now be on physically sim-
pler, more quickly executing models (primarily one-dimensional), rather than on more
comprehensive models requiring large computer resources. In addition, much more attention
must be directed toward the input and output functions of the program code, to provide a
means of interpreting an input description of the device structure and displaying the results in
a meaningful way. The evolution of our expertise in these areas is observable in the report of
activities pursued under the present program.
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1. First-Generation Modeling Programs
A computer code that models the BiQuaRT-r structure was developed before the start

of the present program. During the program, it was modified to model the QuESTT. Both
these codes were released to staff members who are concerned with device design and
fabrication.

These program codes solve the self-consistent Fermi screening problem. That is, they
assume that, in thz contact layers of the device (meaning everything outside the quantum
well), the electron density is given by the Fermi distribution function. (This is also known as
the zero current approximation.) The quantized states in the quantum well are found by
solving Schroedinger's equation, and the occupation of these states is derived from the
assumption that those carriers are in equilibrium with the base electrode. The resulting charge
distribution is evaluated self-consistently with Poisson's equation for the electrostatic poten-
tial by a conventional Newton iterative algorithm. The program, which models the
BiQuaRTI" is named BIQMODEL, and the output from a typical run of this code are shown
in Figure 7. The energies of the resonant states are found by evaluating the quantum-me-
chanical transmission coefficient from a finite-difference approximation to the Schroedinger
equation and searching for peaks in the transmission.

A new computer code, QUESTTMOD, was developed during the course of the
program to implement a Fermi-screening model of the QuESTT. It is similar in function and
use to BIQMODEL. An example of the output of QUESTTMOD is shown in Figure 8.

The numerical techniques used in all contractor modeling codes are fundamentally
finite-difference techniques. That is to say, the carrier density, electrostatic potential, and
quantum-mechanical wavefunctions are approximated by a finite set of values associated
with a discrete mesh of points in space. The differential equations that describe these quanti-
ties (Poisson's and Schroedinger's equations) then become sets of simultaneous algebraic
equations that may be solved by standard techniques. In the first-generation modeling pro-
grams, the electrostatic potential and carrier densities were regarded as independent vari-
ables, the potential satisfying Poisson's equation and the electron density satisfying the
Joyce-Dixon approximation for the Fermi level. This scheme, together with the coupling to
the confined states in the quantum well, produced sets of equations that were represented by
banded, but not tridiagonal, matrices. The resulting Newton iteration steps were implemented
with a general-purpose sparse-matrix solver that we had developed earlier. The required
scalar coefficients in the Newton algorithm were determined by a somewhat empirical
method: An iteration was never permitted to drive the density negative and, if a sustained
oscillation was detected, the coefficient was reduced to damp out the oscillation. The result-
ing codes required a few minutes to 2 hours of CPU time on a VAX 785 computer.

In the early development of nanoelectronic device modeling, the contractor generally
created new modeling capabilities by a "copy and modify" approach, building on the existing
capabilities. This led to a number of programs with large segments of nearly identical code.
During the development of QUESTTMOD, the contractor realized that a severe source-code
management problem had been created, and that better software engineering practices should
be applied to the family of programs that includes QUESTTMOD, BIQMODEL, and some
other programs for modeling resonant-tunneling diode structures. These practices consisted
primarily of consolidating code that performs identical functions in different programs into a
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common file, which was included into each of the separate programs by a compiler directive.
This made corrected or upgraded code immediately available to all the programs using that
common code file. The implementation of this practice required some effort to resolve
differences in the approaches or semantics of the different programs. The process of code
consolidation was completed by the end of the first year of the program.

As a part of this code consolidation process, the contractor systematically incorpo-
rated improved algorithms into these programs. Some subtle modifications were made to the
way that the effective-mass discontinuity is modeled in the finite-difference solution of
Schroedinger's equation. This improved the agreement between resonant energies calculated
with this method and those evaluated analytically, so that the difference is now less than 1
millielectron volt (meV) for a typical structure. The contractor also implemented a better
algorithm for integrating over the transmission coefficients to obtain the total current. A
rather "brute force" numerical integration algorithm with a fixed step size had been used
previously. The new code recursively refines the step size and chooses an appropriate ap-
proximating form for the transmission coefficient curve (Lorentzian near a resonance, poly-
nomial elsewhere). This code runs in a much shorter time than the previous routine. We have
also configured the code so that different distribution functions for the electron sources,
representing structures of different dimensionality, may be employed in evaluating the
current. This was done to investigate the effects of lateral confinement on the I(V) curve of a
resonant-tunneling structure, and the results are shown in Figure 9.
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Figure 9
Scattering-theory l(V) curves for laterally confined structures. Curves are shown for large-area reso-
nant-tunneling diode (labeled "3D"), diode in which electrons are confined in one lateral dimension
(labeled "2D"), and diode in which electrons are confined in both lateral dimensions (labeled "ID").

Lateral confinement apparently will not significantly affect peak-to-valley current ratio.
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2. Second-Generation Modeling Codes
A second generation of modeling codes was built on a different approach to solving

the coupled nonlinear equations derived from the self-consistent Fermi screening model. This
technique simplifies the Newton iteration scheme for solving the coupled nonlinear equations
derived from this model, and employs the Bank-Rose damping scheme to stabilize and
optimize each step of the Newton iteration. The Bank-Rose scheme works for problems that
can be derived from a variational principle, and it chooses the scalar coefficient of each
Newton step to minimize that function that appears in the variational formulation. The Bank-
Rose scheme requires that the potential be regarded as the only independent variable, with
the carrier density entering only implicitly into Poisson's equation. This has an additional
benefit that the equations to be solved are now represented by a tridiagonal matrix, for which
very efficient solution algorithms exist. Because of the combined effects of tridiagonal
solution and optimized coefficient selection, the second-generation codes execute about one
order of magnitude faster than the first-generation codes.

The primary embodiment of the second-generation approach is a program named
HETEROSTAT. It includes the semi-classical models for both electrons and holes, so it is
useful for modeling classical heterostructure bipolar devices. Other versions of the program
also include deep impurity levels. One of the innovations in this program is the provision for
user-specified boundary conditions. In previous program codes, the boundary conditions
were "hard coded" to represent various types of physical interfaces such as ohmic or
Schottky-barrier contacts. HETEROSTAT permits the user to specify which type of bound-
ary condition will be applied and adds a third possibility: the bulk boundary condition. This
models a semi-infinite piece of semiconductor material with fixed composition and doping
level. Mathematically, the bulk boundary is implemented by matching the potential to an
analytic solution of the Fermi screening equation. At present, HETEROSTAT does not
evaluate size-quantized states. However, it can still produce qualitatively useful results for
quantum devices, as in the BiQuaRTT simulation shown in Figure 10.

Another very useful second-generation program is TRANSBAND, which solves the
Fermi-screening problem for a two-terminal structure and then plots the band profile and the
resulting transmission probabilities versus energy. Also plotted, for energies below the
minimum for propagation, is the derivative of the argument of the reflection coefficient. It is
in this quantity that the resonant states appear if the energy is such that the electrons are
totally reflected. An example of the output of TRANSBAND is shown in Figure 11.

Table I provides a summary of the previously described programs. They are routinely
used by the device engineers working on heterostructure devices. They are implemented on a
DEC VAX computer, producing graphical output on a Hewlett-Packard (HP) plotter. All the
code is written in VAX Pascal. Because the VAX is shared by the contractor's entire Central
Research Laboratories, the turnaround time for running a device model has ranged from a
few minutes to a few hours.

3. Interactive Modeling Codes

To increase the effectiveness of the modeling programs by improving access to them,
we are moving toward the use of a single-user scientific workstation environment. A Sun
Microsystems 3/260 workstation was installed in late December 1988 for use in modeling
nanoelectronic devices. This provides not only a hardware platform to support interactive
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Table 1. Device Modeling Codes on VAX Computer

Self-Consistent Fermi Screening

Piecewise-Linear
Potential Old Numerical Technology New Numerical Technology

RTD-IV HEMT MODEL RTD SCREEN
Evaluates I (V) curve BC:Schottky BC:bulk

Double barrier structure
Resonant-level finder

PSICAD BIQMODEL TRANSBAND
Interactive program BC:bulk RTDSCREEN with STS2 (E) plot
Runs on Tektronix terminal Double-barrier structure HETEROSTAT
Evaluates: STS2 (V), STS2 Quantized holes in base Bipolar capability
(E), Y (x) Resonant-level finder User specified BC

QUESTTMOD SIGAAS
BC:bulk BC:Schottky, bulk
Double-barrier structure Deep levels
Quantized electrons in base Implanted profiles
Resonant-level finder

BC = Boundary Conditions

graphic programs but also allows us to exploit the features of the Unix operating system for
software development.

The process of transporting all our modeling programs to the Sun workstation in-
volved a significant effort, translating the code from Pascal to C and redesigning the code to
take full advantage of the Unix environment. The following code modules have been trans-
lated and tested:

" Two-dimensional graphics

* Data plotting

" Complex arithmetic
* Matrix and vector operations

" Eigensystem solution

" Semiconductor statistics

" Ill-V materials properties

" Heterostructure setup (takes heterostructure described as a list of layers and generates
finite-difference data structures)

" Nonlinear equation solution

" Fermi screening

" Band profile and density plotting.

These modules, together with the main program code of HBAND (described next), total
about 11,000 lines of C code.
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We have completed initial development of an hiteractive heterostructure device
modeling program running on the Sun workstation. This program, HBAND, is derived from
HETEROSTAT and, thus, it evaluates a bipolar zero-current model and displays the energy-
band profile of the device given the heterostructure design and the applied terminal voltages.
The user interface to HBAND is illustrated in Figure 12. The interface is made up of four
large subwindows and two smaller control-panel windows.

To the upper left is the band-profile window which displays the energy-band profile
and the associated chemical potentials (Fermi levels). Positioning the cursor within this
window, the user can use the mouse to "grasp" a Fermi level and move it up or down in
energy, changing the applied bias voltage. When the mouse button is released, a recomputa-
tion of the self-consistent potential is triggered and the resulting band profile displayc 1. This
is the primary mode of operation of HBAND.

The subwindow at the lower left of Figure 12 is the density-profile window. It dis-
plays a graph of the composition, doping, and carrier density as functions of position. By
positioning the cursor within this window, the user can select a segment of the device over
which the carrier density may be integrated (such as the 2DEG region in a MODFET to find
the sheet carrier density, or the base of a bipolar transistor to find the Gummel number).

Figure 12
Sun workstation CRT display for HBAND modeling program.
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To the uppei ight is the design-file window and its associated control panel. The file
containing the text description of the heterostructure design is displayed in this window. This
is a fully functional text edit window, so the design can be edited interactively. Each line of
the design description specifies a layer of the heterostructure in terms of its thickness,
composition. doping level, and the terminal to which it is presumed to be connected. The first
and last lines specify the boundary conditions to be applied to the simulation in terms of the
physical structure to be modeled: SCHOTTKY and OHMIC represent metallic contacts, and
BULK implements a model in which the adjacent semiconductor material is assumed to
continue on indefinitely.

To the lower right is the log window. Diagnostic information on the progress of the
iterative solution and various other "archival" data are displayed in this window.
Immediately above the log window is the display control panel. It provides functions that let
the user change the format of the band-profile display.

HBAND has been installed on the nanoelectronics Sun workstation, and also on
another workstation used by the GaAs Microwave branch. The HBAND user's manual is
included as Appendix A.

B. PHYSICAL DEVICE MODELS

An adequate exploration of the physics of tunneling in semiconductors requires a
broad array of theoretical techniques. We have employed three general techniques to
investigate issues of particular importance to the overall understanding of quantum transistor
physics. These include two approaches based on the Schroedinger equation: wave packet
calculations and scattering-state calculations. A quantum transport theory based on the
evaluation of an open-system Wign, c distribution function has been employed to investigate
time-irreversible phenomena.

1. Schroedinger Equation Models

a. Wavepacket Calculations

We performed calculations in which te time-dependent Schroedinger equation was
integrated to observe the evolution of a wavt ,nction in a resonant-tunneling structure and to
test the more abstract estimates of the characteristic tunneling time. Most of these estimates
invoke the width (in energy) of the resonance peak in the transmission coefficient. To obtain
the detailed time-dependei.t wavefunction, we developed a computer code that calculates
directly from the time-dependent Schrodinger equation the tim.. evolution of an initially
specified electron wavefunction. A key aspect of this algorithm is that it preserves the
fundamental unitary requirement (preservation of normalization) on the time-dependent
wavefunction to extremely high precision. This is implemented through a Cayley or Crank-
Nicholson finite difference scheme. We used this program to address several questions
pertaining to the lifetime of an electron in a double-barrier resonant tunneling structure. In
particular, we compared the results of our direct microscopic calculation to the more ad hoc
estimates of resonant state lifetimes obtained from standard transmission coefficient
calculations.

Figure 13 shows the time-dependent probability (absolute magnitude squared of the
wavefunction) of finding an electron in a double-barrier quantum well, as obtained from our
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Figure 13
Time evolution of electron wave packet escaping from quantum well by tunneling.

program. The location of the double-barrier structure is also shown for reference and is
plotted in arbitrary units. The system here is of 200 nm total length, and consists of two 225-
meV barriers of 2. 4 -rn widih with the quantum well being 5 nm wide. An effective electron
mass appropriate to GaAs was used throughout. The initial state is for an electron localized to
the quantum well, and has an energy of 71 meV. The subsequent drop in probability in the
center of the well is clearly seen as the electron leaks out of the well via tunneling. Once
outside the well, there is a clear front to the wavefunction, which indicates a freely
propagating particle. Note that there is also diffusive broadening in the width of the
wavefunction as time proceeds. A snapshot of the wavefunction has been given at every 36
fs.

Figure 14(a) illustrates the decay in time of the probability of finding an electron in
the quantum well of an idealized (flat-band) symmetric double-barrier structure, given that
the electron was placed there initially with an energy close to the tunneling resonance. The
results of Figure 14(a) have been obtained from a direct numerical integration of
Schrodinger's equation, starting from a suitably chosen wavefunction localized in the quan-
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Results of simulation of escape of wave packet from quantum well. (a) Time-dependent decay of an
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turn well. Data are shown for three barrier widths of 5.1, 5.9, and 6.8 nm, corresponding to
the solid, dashed, and dotted lines, respectively, with the well width held fixed at 5.4 rim in
all three cases. Parameters representative of GaAs-AIGaAs systems have been employed.
Note that the electron escapes fastest for the thinnest barrier, as would be expected. The
dependence of the tunneling rate on barrier width is discussed next. The initial wavefunction
has been selected as an eigenstate of an isolated quantum well with the same width and depth
as the well in the double-barrier structure. The bound-state eigenvalues of the single well
form a good approximation to the resonant tunneling levels of the corresponding double-
barrier system, for energies not too near the top of the well. From Figure 14(a), the electron
probability decays with an overall exponential time dependence, with some small oscillations
superimposed. These oscillations are believed to be the result of the small admixture of some
higher-lying state into the initial condition.

The inverse of the decay rate defined by the slope of the line in Figure 14(a) forms a
simple characterization of an electron's lifetime in a double-barrier quantum well. Figure
14(b) shows (solid lines) the lifetime results obtained from a least-squares analysis of time-
dependent probability data, such as in Figure 14(a), for 18 barrier widths between 5 and 10
nm with the well width held fixed. (A discussion of the dashed lines follows.) The two solid
lines correspond to quantum-well widths of 8.2 rim (lower) and 5.4 rum (upper), respectively.
The lower solid line was obtained from the tunneling escape of an electron placed in an
excited level of the quantum-well as the initial state, while the upper was derived from a
ground state. The excited state has a higher tunneling probability, and, thus, it yields a gener-
ally smaller lifetime (for fixed barrier width), in agreement with the results in Figure 14(b). It
is readily seen that the lifetime increases exponentially with barrier width. The difference in
slope between the two solid lines in Figure 14(b) is attributable to the difference in the
resonant tunneling energy levels between the lowest and first excited tunneling levels for the
two wells considered.

The dashed lines in Figure 14(b) are from a widely used estimate of the lifetime of a
resonant tunneling state, which we can compare with the results of our calculation for the
escape lifetime. If one assumes the transmission coefficient to have a Lorentzian shape near a
tunneling resonance, then the time delay of steady-state scattering of incident plane waves is
given by the width of the transmission coefficient at resonance divided by the reduced Planck
constant. We have taken this width to be the full width at half-maximum (FWHM). This is
also the lifetime estimate one would obtain by invoking the uncertainty principle. It is com-
monly asserted in the literature that the scattering time delay is equal to the quantum me-
chanical tunneling time through double-barrier structures. We find from our calculation that
the lifetime for escape of an electron suddenly created in a quantum well is approximately 25
percent longer than the scattering time delay. The latter, of course, refers to the delay across
the scattering region of plane waves, which are infinite in extent. The disparity between these
two measures of the lifetime in a double-barrier resonant tunneling system, although not
significant for the purposes of order-of-magnitude estimates, points out the importance of
initial conditions in defining a relevant time. One must specify the process one is interested
in to obtain meaningful times. Simply put, there is not a single time scale to characterize the
response of a double-barrier structure. To further explore the role of initial conditions, and
recognizing that electrons come in wave packets of finite extent, we have used our time-
dependent Schroedinger equation code to study the transmission times of wave packets at the
resonant energy incident on a double-barrier structure.
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Figure 15 shows the time development of the probability of finding an electron in the
quantum well, given that a Gaussian wave packet with a mean wave vector corresponding to
the resonant energy tunnels through the system. The system chosen has a well width of 8.2
nm, barrier widths of 5.1 nm, and a barrier height of 225 meV, as do all the systems reported
here. The parameters considered for Figure 15 correspond to the system with the smallest
lifetime shown in Figure 14(b). The mean energy is such that the wave packet tunnels
through an excited state of the double barrier system at 158 meV. The effective mass of
GaAs was used uniformly throughout the system. There are three curves shown in Figure 15.
The solid line is for a wave packet with a momentum spread in the Fourier components
comprising itself, which corresponds to the energy width (FWHM) of the transmission
coefficient at the tunneling resonance.

The dashed line is for a momentum uncertainty corresponding to twice the FWHM in
the transmission coefficient, while the dotted line is for a momentum spread half the FWHM.
Thus, from the dashed to the solid to the dotted lines in Figure 15, progressively more wave
vector components in the wave packet are near the tunneling resonance. In real space, the
wave packet becomes progressively broader as the momentum uncertainty becomes smaller.
Figure 15 shows that, as we get more nearly "on" the resonance, it takes longer to build up
the resonant state amplitude in the well. Note that the time involved for the buildup process is
of the order of thousands of femtoseconds. This measure of the lifetime of the electron in the
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Figure 15
Results of simulation of transmission of wave packet through quantum well. Curves plot total probability

for electron to be in quantum well as functions of time. Different curves correspond to incident wave
packets with different widths. Rate of initial buildup of probability increases as spatial width of packet

decreases. Rate of decay of probability is independent of initial condition.
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well is clearly an order of magnitude larger than the times indicated in Figure 14(b) (for the
same system parameters). It is interesting to note that, while the "rise time" characteristics of
the buildup of probability in the well are determined by the initial condition, the decay of
probability is universal as indicated by the curves in Figure 15 being parallel for later times.
This decay time differs from those in Figure 14(b). Figure 14(b) indicates a decay time of
approximately 150 fs for the system considered in Figure 15, while the universal decay time
in Figure 15 is about 350 fs. It is not surprising that the decay time from Figure 15 does not
agree with the time delay shown in Figure 14(b), since the latter is tied to the behavior of a
plane wave of a single Fourier component exactly on the resonance. The momentum uncer-
tainty is zero here, which corresponds to a electron wave infinite in spatial extent. Such a
wave continuously populates the quantum well at the resonant amplitude and, thus, the decay
time of Figure 15 is not obtained in this type of steady-state theory.

b. Scattering-State and Superlattice Calculations
The calculation of stationary scattering states is the most popular approach to the

theory of tunneling phenomena, and has largely shaped the conventional intuition concerning
such phenomena. Stationary scattering states are solutions to the time-independent Schroed-
inger equation that are asymptotically free states and are, thus, unnormalizable. (Note that, in
this context, "scattering" refers to the coherent scattering of the wave function from the
device structure, not to random scattering from phonons or impurities.) Such calculations are
usually implemented as evaluations of the transmission matrix. We have preferred to use a
purely numerical finite-difference approach to the solution of Schroedinger's equation. This
has the advantage that it can handle arbitrarily shaped potentials, and incorporate such realis-
tic details as discontinuities in the effective mass and nonparabolicity of the energy-band
structure. We have used the computer codes that implement these calculations for a variety of
purposes, including evaluating the current density through QuESTT and BiQuaRTT struc-
tures and as a standard of comparision for the Wigner-function calculations.

We have also developed a capability for calculating the Fermi level in doped semi-
conductor superlattice (SL) systems, based on the thermal occupation of the allowed conduc-
tion states. Superlattices are of interest in that the artificial periodicity of the SL further
quantizes the conduction bands of the host materials into a series of smaller "minibands."
The minibands can then be selectively used for desired applications. We have employed SL
injectors in some of our resonant tunneling transistor designs, and this investigation arose
from the need to better understand the transport properties of superlattices. While there has
been much interest, both theoretical and experimental, in elucidating the allowed electronic
states of superlattices, little attention has been paid to the occupation of such states. It is
common practice to adopt bulk Fermi-level values as applying to superlattices. We have
found, however, that the SL Fermi level can differ significantly from bulk approximations,
depending on the relative spacings and widths of the minibands. This is related to the fact
that the density of states for an SL is a hybrid between a two- and a three-dimensional den-
sity of states, and the theoretical treatment must reflect this difference. Included as Appendix
B is a preprint of an article describing these calculations, which has been submitted for
publication. We mention here only the conclusions.

For a given density of carriers, the SL Fermi level is higher than that for bulk sys-
tems, and the difference is approximately given by the energy gap between the lowest mini-
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band and the bulk conduction band minimum of the smallest bandgap material in the SL. In
general, to populate an SL with the same carrier density as for a bulk system, the Fermi level
must be correspondingly larger, to overcome the energy gaps ("minigaps") between the
minibands. We also find a novel dependence of the Fermi level on the doping scheme,
whereby selective doping of the quantum wells leads to results different from a uniform
doping of the SL. These results will be incorporated into future versions of the Fermi-screen-
ing device models.

2. Quantum Kinetic Models
As a part of the present program, we continued to elaborate the quantum transport

theory of tunneling devices, based on evaluation of the Wigner distribution function, which
was originally developed by the contractor under contract N00014-84-C-0125, "Research on
GaAs Quantum-Coupled Structures That Can Be Used as Electron Devices." Because this
approach is based on quantum statistical mechanics, rather than pure-state quantum mechan-
ics, it is able to handle irreversible phenomena such as phonon scattering in a much more
complete fashion than the more widely practiced approaches. This allowed us to identify and
investigate a critical issue: how do inelastic scattering processes affect the self-consistent
electrostatic potential in a resonant-tunneling diode, and, in particular, how accurate is the
screening picture employed in the device models described previously.

The simple screening picture assumes that there is a high rate of inelastic processes in
the contacting layers. This is required to enforce the local equilibrium condition and, in
particular, to create the electron accumulation layer on the upstream side of the tunneling
structure. If such processes are not operative, the qualitative features of the band profile are
not immediately apparent.

Investigation of this question required development of a program code that would
implement self-consistency of the electrostatic potential. Whereas the nonself-consistent
model is cast as a set of linear equations that are easily solved by direct calculation, the
coupling to Poisson's equation introduces a nonlinearity into the model. This means that an
iterative algorithm must be used to solve the equations. We implemented a multidimensional
Newton iteration scheme, of the sort employed in the Fermi-screening models. In this
scheme, the nonlinear equations are rewritten as a (large) vector of functions so that the
equations are satisfied when the functions are all equal to zero. The zero of the vector of
functions is found by repeated moves in a downward direction, as determined by the solution
of a Jacobian equation. One of the tricky issues in such a calculation is determination of the
optimum distance to move in a given step. The Bank-Rose damping scheme described
previously gives a good answer to this question for equations that may be derived from a
variational principle (such as equilibrium or quasi-equilibrium problems). However, transport
equations are necessarily time-irreversible (not self-adjoint) and are not obtainable from a
simple variational principle; thus, the Bank-Rose scheme does not apply to the steady-state
problem for the self-consistent Wigner function. Therefore, we developed an empirical
(numerical) damping scheme that works well for all the cases we have tested. It leads to
convergence in about 30 iterations in most cases. The Jacobian of the nonlinear problem has
about twice as many nonzero elements as the Liouville super-operator of the linear problem,
which means that it takes four times as much CPU time to perform one iteration of the self-
consistent calculation as it takes to solve a linear case. Thus, a 4-minute solution of the
nonself-consistent case requires 8 hours when self-consistency is implemented.
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The results of the self-consistent Wigner function calculations demonstrate the issue
identified previously: the nature and strength of the inelastic scattering processes in a reso-
nant-tunneling device have a profound effect on the shape of the self-consistent potential.
These results are discussed in detail in Appendixes C and D.

Another activity, which was supported in part by the present program, was the devel-
opment of a long tutorial article on this approach to quantum kinetic transport theory. The
article, "Boundary Conditions for Open Quantum Systems Driven Far From Equilibrium," by
W.R. Frensley, has been accepted for publication in Reviews of Modern Physics, and is
tentatively scheduled for publication in the July 1990 issue. (Because of its length, it is not
reproduced in this report.) In the course of writing this article, we performed a comparative
analysis of the various published approaches to Wigner-function calculations. We found that
these approaches differ significantly in the order to which they satisfy such fundamental
relations as continuity, momentum balance, stability, and detailed balance (in equilibrium).
No single approach is optimum with respect to all of these criteria.
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SECTION III

QUANTUM TRANSISTOR DEVELOPMENT

Unipolar and bipolar resonant tunneling transistors (RTTs) in both GaAs- and InP-
based heterojunction material systems were fabricated and characterized. Initial demonstra-
tions of the devices were achieved in the GaAs/A1GaAs/InGaAs materials system. As the
work progressed, the materials limitations of the GaAs-based system became apparent, and
development of the In(GaAI)As compounds lattice-matched to InP began. A state-of-the-art
capability for growth of resonant tunneling heterostructures was developed, and techniques
for the heavy-doping of Be and Si in InGaAs were demonstrated. A microwave RTT process
was also developed and microwave characterization of RTDs and RTTs was performed. In
the final weeks of the contract, both unipolar and bipolar InP RTIs were demonstrated and
characterized. We have achieved, for the first time, room-temperature dc and microwave gain
from unipolar InP-based RTIs. These hot-electron transistors are the first to show room-
temperature dc and microwavc gain.

The work is presented in chronological order. Most of the effort on both GaAs unipo-
lar and bipolar RTIs has already been published in the archival literature. This work is
summarized, and the published papers are included as appendixes. Most of the InP transistor
development has not yet been published, so this will be elaborated in some detail, including
the motivations for transferring the effort to this material system. Finally, we summarize the
essential aspects of the device processes that were developed.

A. GaAs RTT DEVELOPMENT

To fabricate the quantum-well transistors, three-bandgap resonant tunneling double-
barrier (RTD) structures were initially investigated. Resonant tunneling was observed in the
pseudomorphic AIGaAs/InGaAs/GaAs system" (Appendix E), and the Al.Ga, As/
Al Ga,_ As/GaAs,6 (Appendix F). High current density is important for high-speed applica-
tions, and current density as high as I(Y A/cm2 with a peak-to-valley current ratio of 2:1 at 77
K was achieved in an AlGaAs/GaAs RTD" (Appendix G). The heterojunction device models
developed under this contract were used to interpret the I(V) characteristics of a set of pre-
cisely characterized RTDs" (Appendix H). This work established the predictive ability of the
heterojunction models and provided a simple explanation for I(V) asymmetry in RTDs in
terms of monolayer thickness fluctuations. This is described in greater detail in Section IV,
Manufacturing Issu-s.

Initial demonstration of transistor action in the BiQuaRT" was achieved in an Al-
GaAs/ GaAs quantum-well structure using superlattice AlGaAs/GaAs emitter and collector.9
Under this contract, a similar transistor with a pseudomorphic InGaAs base was fabricated
and characterized-0.-2 (Appendixes I and J). Evidence for resonant tunneling through the two-
dimensional electron gas states in the base was observed at 77 K; however, these transistors
did not exhibit dc gain at resonant bias.

Extensive characterization of BiQuaRTs fabricated using our initial dc device layout
has revealed several important factors necessary for achieving gain at resonance. For the
base/emitter voltages necessary to bring the device into resonance, the holes in the base must
remain bound by the quantum-well base/emitter heterojunction. The modeling program
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BIQMODEL has been used to elucidate this problem in the original BiQuaRTT device
designs. Shown in Figure 16 are computed conduction-band profiles for a pseudomorphic
GaAs/AIAs/ InGaAs BiQuaRTT in thermodynamic equilibrium, and biased into resonance. It
can be seen that, for the base/emitter biases required to place the device into resonance, -E./
q V, that there is no longer an internal potential barrier to prevent hole injection into the
emitter. Consequently, without minority carrier confinement, gain will be degraded by hole
injection into the emitter.

The obviouz remedy is to use a narrower bandgap material in the well. Unfortunately,
because of lattice mismatch, we are near the critical layer thickness for this indium concen-
tration in the well, 23 percent. We have found experimentally that a BiQuaRTT structure
containing a 25-nm Ino.,,Gao.,,As quantum well is heavily dislocated, whereas a structure
containing a 15-nm well shows good surface morphology. Another way to improve minority
carrier confinement is to use an AlGaAs emitter. AlGaAs-emitter BiQuaRTrs were also
fabricated, but in these structures, no evidence of resonant tunneling was observed. These
results suggest a limitation, problematic to the GaAs/A1GaAs/InGaAs material system. When
the bandgap of the emitter is raised, the energy at which the electrons in the base are injected
becomes comparable to the intervalley transfer energy. If a significant fraction of injected
electrons scatters into the X- or L-bands in the InGaAs base, the resonant tunneling transport
path is obscured. This explanation is qualitatively consistent with our experimental ndings.

EQUILIBRIUM BIASED INTO RESONANCE
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Figure 16
Pseudomorphic BiQuaRTT energy-band profile computed by simulation tool BIQMODEL. Structure is
shown in (a) equilibrium and (b) under bias to bring n = 4 quantum-well base state into resonance with

emitter electron distribution, V,.=1.5 V, V=2.5 V, 300 K. Dashed lines designate quasi-Fermi level
position; dotted lines designate electron and hole states in quantum well.
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It is also recognized that recombination in the quantum-well base can severely
degrade the device gain and resonant tunneling characteristics. Increased recombination can
result from ionic scattering from the quantum-well base dopants or from strong quantum-
mechanical reflection at the base/collector junction. The effect of ionic scattering centers in
the quantum well has been experimentally investigated in RTDs"2 for both n- and p-type
dopants. These results indicate that n- and p-type dopant densities of 10" cm- can be
introduced into the quantum well with less than 25 percent reduction in peak-to-valley ratio
in comparison with undoped quantum wells. Thus, no experimental evidence exists to
suggest that ionic scattering is a fundamental limitation.

Scattering from the base/collector tunnel barrier can also cause increased
recombination in the base and low gain. This scattering can be reduced by (1) eliminating the
wide-bandgap collector altogether and/or (2) eliminating or reducing the thickness of the
base/collector tunnel barrier. For the case of no base/collector tunnel barrier, resonant
tunneling occurs though virtual states that occur in energy above the quantum-well base/
collector heterojunction barrier.

Unipolar RTTs were also investigated using the GiAs-based material system. Both an
epitaxial regrowth technique using a CCIF 2:He selective reactive ion etch3 and an implanta-
tion approach were applied to the problem of contacting the n-type quantum-well base.
Subsection I.D includes a discussion of the regrowth experiments; the implantation experi-
ments were published " (Appendix K). The implantation process was used to contact the
quantum-well of a Stark effect transistor." This unipolar GaAs RT T 26 (Appendix L) marked
the first observation of oscillatory negative transconductance in the SET device and was an
important test vehicle for understanding transport into and out of the n-type quantum well.

B. QUANTUM-WELL RTT PERFORMANCE CONSIDERATIONS

The GaAs-based material system has several important materials limitations that
significantly reduce the effectiveness of hot-electron heterojunction device designs in
comparison to the In(GaA)As compounds grown on InP. A comparison of several of the key
material properties is shown in Table 2. The lower effective mass of the electron in
In ,3Ga,,As means that quantum size effects occur at larger physical dimensions in
Ino.,Ga.,,As compared to GaAs. This allows the fabrication of slightly wider bases and a
relaxed base contact requirement. Broader transmission resonances are also expected, with
lower carrier effective masses, which lead to higher peak current densities.

Intervalley scattering is reduced in InGaAs in comparison to GaAs because of the
increased F to L- and X-band separations. The InAlAs/InGaAs heterojunction combination
presents a larger heterojunction band discontinuity than AlGaAs/GaAs, giving rise to
decreased off-resonance valley current and more flexibility in heterojunction design.

The best reported room-temperature peak-to-valley ratio in GaAs/AlAs RTt)s is just
less than 4:1 y while in the lattice-matched InAlAs/InGaAs double barrier, nearly 12:1 has
been obtained.2' Peak-to-valley current ratios as high as 30:1 at room temperature have been
obtained with pseudomorphic AlAs barriers and an InAs quantum well notch.29 This
translates into larger room-temperature negative transconductance in the InP-based RTTs.

Surface-state density is typically an order of magnitude less on InGaAs than on GaAs.
In addition, ohmic contacts to InGaAs are obtained without thermal annealing, offering the
possibility of nonalloyed quantum-well contact in the QuEST7 and BiQuaRTT.
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Table 2. Comparison of Selected Materials Properties for the Lattice-Matched
Compound Semiconductors Grown on GaAs and InP Substrates

c JGaAs/AlAs/InGaAs on GaAs InAlAs/AlAs/lnGaAs on InPEcl

Effective mass 0.067 GaAs 0.041 (In0. 5 3Ga047As)

r- L-band separation 0.3 0.55

Conduction-band offset range 0.3 (unstrained) 0.49 (unstrained)

RTD 300K PVR 4:1 I-:l

Surface-state density 1012 to 1013 1010 to 1011

Strained Lattice-matched

Alloyed ohmic Nonalloyed ohmic

There are a few disadvantages. A comparable implantation isolation technology does
not exist for the InGaAs materials because of the large intrinsic carrier density. This can be
circumvented by mesa etching. Second, selective etching techniques for the InAIAs/InGaAs
heterojunctions are not well established. Controlled chemical etch processes must be used in
the interim.

We have attempted to estimate the extrinsic performance of the BiQuaRTT to project
how it will compare with conventional heterojunction transistors for high-speed applications.
This is a difficult task, as the framework of a quantum transport theory is only now being
established.? To allow an estimate, we note that the BiQuaRTT with its tunnel barriers
excluded is a heterojunction bipolar transistor with a quantum-well base (Figure 17). Since
the transport through these tunnel barriers is a subpicosecond process, an estimate based on
HBT models should be a reasonable starting point.

We have used the physical device model of Sunderland and Dapkus3' to project the
figures-of-merit f and f.,,. This model includes published materials parameters such as
effective masses, conduction band offsets, mobilities as a function of dopant densities, and
dielectric constants. Other input parameters are layer thicknesses, doping level, collector
current density, contact resistances, and contact geometry; thus the model accounts for the
effects of layout and external parasitics.

Figures 18 and 19 show results of the calculations of fT and f,, for the AIGaAs/GaAs
BiQuaRTT, and the In(GaA1)As/InGaAs BiQuaRTT, respectively. The input parameters for
these calculations are listed in Tables 3 and 4. In the absence of experimental data on the
dependence of doping on mobility in ln(GaAI)As, we use values obtained for InP, which are
slightly lower than AlGaAs.

The small-signal current-gain cutoff frequency, Equation (1), is inversely related to
the emitter-to-collector transit time, Equation (2), which is the sum of transit delays in the
base x. and collector, ", and the charging times in the emitter and collector r. (C. + C). Refer-
ring to the AlGaAs/GaAs case of Figure 18, note that f, increases monotonically as the base
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Table 3. Input parameters for the AIGaAs/GaAs BiQuaRTT projections of Figure 18. The transistor
geometry consists of 2 x 10 pm2 emitter, base, and collector metallizations with base/emitter spacing of
0.1 pm and base/collector spacing of 0.5 pm. Contact resistances for these metallizations are assumed
to he I x 10-' ohm-cm2 .

Emitter cap 200 nm I x 1019 cm- 3  n+ GaAs

Emitter 50 nm I x 1019 cm-3 n+

A]GaAs Base Var
iable Variable p +

GaAs

Collector 150 nm 2 x 1016 cm- 3  n- GaAs

Subcollector 250nm 3 x 1019 cm- 3  n+ GaAs

InP:Fe substrate
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Table 4. Input parameters for the In(GaAs)As/InGaAs BiQuaRTT projections of Figure 19 for the same
transistor geometry as described in Table 3 caption. The contact resistances for the metallizations to
InGaAs are assumed to be 1 x 10-' ohm-cm2.

Emitter cap 200 rm 7 x 1019 cm- 3  n+ InGaAs

Emitter 50 run 7 x 1019 cm- 3  n+ In(GaAl)As

Base Variable Variable p+ InGaAs

Collector 150 nm 2 x 1016 cm- 3  n- lnGaAs

Subcollector 250 nm 3 x 1019 cm- 3  n+ InGaAs

InP:Fe substrate

thickness is reduced from 50 nm to a quantum-well base dimension of 10 nm. As doping
increases, fT decreases because of the corresponding increase in emitter-to-base capacitance
C. and base transit time across the wider neutral base.

1
fT = 1 (1)

2 ;r-rec

re, = re (C: +C)+ rb + rc  (2)

The frequency at which the unilateral power gain becomes zero, f., is given by:

1

fMAX= 4 r ;C gbCC (3)

and is maximized when the base resistance Rb, the effective collector capacitance C, and the
emitter-to-collector delay time are minimized. From the calculation of Figure 18, f. is
reduced as the base dimension is reduced, because the base resistance becomes larger. In-
creasing the base doping ameliorates this situation. The same trends are observed in Figure
19 for the In(GaAl)As/InGaAs BiQuaRTI; however, because of the higher bulk n-type
doping densities in InGaAs and the lower contact resistance, the In(GaA1)As/InGaAs
BiQuaRTI will yield a much higher fT and f,x than the AlGaAs/GaAs device. We also see
that f4 and fMAx greater than 50 GHz are expected for a 10-nm quantum-well base, indicating
that high-speed BiQuaRTTs are feasible using In(GaAI)As materials grown on InP. For these
reasons, as well as the materials and technology issues described earlier, the transistor devel-
opment effort was transferred to InP-based heterostructures in 1989.

C. InP-BASED RTT

1. Materials Development

This effort tuegan with the development of device-quality lattice-matched materials on
InP12 (Appendix M). Next, we began to optimize the RTD structure by investigating the
effect of incorporating InAI ,_As and AI Ga,_ As pseudomorphic tunnel barriers. The best
result, a peak-to-valley ratio (PVR) of 12:1 at a peak current density of 2.1 x 104 A/cm2 was
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obtained in the pseudomorphic A1As/InGaAs/AlAs resonant tunneling diode, as shown in
Figure 20. An unexpected result is that, for GaAs tunnel barriers, we observe no NDR at
room temperature or 77 K. In the structure with AlGaAs barriers (x = 0.25), there is no 300 K
NDR, with a very small NDR appearing at 77 K. This is especially puzzling since the mor-
phological appearance of the A1GaAs barrier sample was markedly superior to AlAs barrier
samples, which yield our best results.

Our best PVR was obtained with a quantum-well state-lowering scheme reported by
Broekaert, et al.29 In this pseudomorphic structure (Figure 21), an InAs layer is placed in the
center of the quantum well to depress the ground state so that the device goes into resonance
at a lower voltage. This leads to a lower valley current since the structure goes out of reso-
nance at a lower voltage. A typical room-temperature PVR of 23:1 is observed at a peak
current density of 1.3 x 10 A/cm2. From this same material, we have also obtained diodes
with 29:1 peak-to-valley ratio, increasing to 52:1 at 4.2 K.

Since this resonant-tunneling diode exhibits a PVR comparable to the best ever
achieved in any material system, we have measured the electric and magnetic field depend-
ence of the current-voltage characteristics to better understand the transport properties.
Figure 22 shows the I-V temperature dependence on logarithmic axes for both polarities of
electron flow. For electrons directed toward the top surface of the wafer (dashed lines), a
lower peak current is observed at all temperatures. This suggests that the tunnel barrier
nearest the surface is thinner than the tunnel barrier closest to the substrate.'" Beyond this
effect, the characteristics are largely symmetric. The dark current is observed to decrease
monotonically with temperature.

One of the most intriguing characteristics is the preresonance inflection in the I-V
characteristics, seen at about 300 mV in Figures 21 and 22. The inflection is not as apparent
for the bias polarity shown in Figure 20, but is obvious at room temperature for the opposite
bias polarity, (Figure 23). On the right side of Figure 23 is plotted the temperature depend-
ence of the device conductance as a function of bias. At approximately -0.3 V and +0.3 V, a
shoulder is apparent in the current-voltage characteristic. If we look at the differential con-
ductance of this device (Figure 23, right), we can see a clear decrease in the conductance
occurring at ±0.4 V. The effect becomes more pronounced as temperature is lowered. (This
phenonomenon has been observed in InGaAs RTDs by at least one other laboratory.")

Before ending our discussion of the devices shown in Figures 20 and 21, note that the
calculated electrostatic band profiles are in good agreement with the measured results. The
biases we have selected to show correspond to the bias where we predict the valley current to
appear. These voltages agree remarkably well with the valley current observed in our meas-
urements of the current-voltage characteristic. This is important since it indicates that our
modeling is useful in guiding the material designs of the alloy resonant tunneling structures
on InP.

The next step in forming the BiQuaRTT or QuESTT structure with InP-based materi-
als is to develop a heterostructure with increased bandgap energy emitter and collector layers.
The obvious choice for this wider bandgap layer is InAlAs so that the transistor structure
looks like InAlAs/AlAs/InGaAs/AAs/InAlAs. This structure was fabricated and tested. The
band diagram and room-temperature I-V characteristic of this structure are shown in Figure
24. The peak-to-valley ratio in this RTD is seen to be very weak. A second structure was
grown and repeated these results.
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Figure 21
Calculated room-temperature energy-band profile and RTI) characteristics for pseudomorphic barrier

AIA/nGaAu/IAn~sIGaAs/AIAI RTD. Diode area is 19 x 19 pm-.
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Temperature dependence of RTD structure described in Figure 21.
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Room-temperature I-V characteristics for material of Figure 20 with emitter area of 9 pm2. At right,
measured temperature dependence of conductance is plotted. Peak observed in conductivity (±0.3 V)

before onset of fundamental resonance.
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Figure 24
Calculated room-temperature energy-band profile and RTD characteristics for raised emitter and

collector RTD, InAIAs/AMAs/[nGaAs/AIAs/InAIAs. Diode area is 14 x 14 pm2.

Much improvement is obtained when the lattice-matched quaternary In(GaAl)As is
used as the tunnel barrier. The characteristics of this device are shown in Figure 25. We offer
a possible explanation for this improvement. With the InAlAs emitter, electrons are injected
into the quantum well at an energy that corresponds approximately to the energy of the L
satellite valley of the InGaAs base. Transfer into this higher electron mass minimum de-
grades the resonant tunneling. When we inject into the base at a lower energy, that is, using
an Ino.,(Ga..,Al.)o.,As injector, intervalley transfer is reduced, and the valley current is signifi-
cantly reduced.

Also seen in the RTD of Figure 25 is a full NDR in the preresonance inflection,
which we described earlier. In further materials studies to understand this characteristic, we
discovered an unexpected property of these materials. Physical characterization of these
structures by x-ray rocking curve measurements and transmission electron microscopy
(TEM) has shown that the InGaAs emitter and collector layers are ordered. TEM microgra-
phs of the superlattice ordering are shown in Figures 26 and 27. This unintentional superlat-
tice ordering occurs during growth because of the natural inhomogeneity of beam fluxes in
molecular-beam epitaxy. The superlattice period and composition are found to correlate with
the substrate rotation rate. For the device cross sections shown, a period of 5.4 nm is present,
which is close to the measured period of 5.9 ±0.15 nm deduced from x-ray rocking curve
measurements.

It is possible that these rotation-induced superlattices contribute to the I(V) inflections
described. Future experimental and theoretical effort will be required to understand the effect
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Figure 25
Calculated room-temperature energy-band profile and RTD characteristics for a raised emitter and
collector RTD, h%0 5(Ga.AlJ).As/AlAs/ 1nGaAs/AlAs/In..3 (Ga,,A)..As. Diode area isl10 x 10 pm2 .
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Figure 26
Transmission electron micrograph of device structure of Figure 25 showing rotation-induced

ordering of InGaAs collector layer adjacent to the n' InP substrate.
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Figure 27
Transmission electron micrograph ofdouble-bamier RTD of Figure 25 showing quantum well and

rotation-induced ordering of In.(GaA A quaternary emitter and collector layers.

of the rotation-induced superlattice. Since the ordering is controllable by adjusting the
sample rotation rate during growth, the effect of this ordering may be used to advantage in
the quantum devices. Since reduced alloy scattering is predicted for ordered versus random
ternary alloys, this method for ordering the alloys could prove useful for improving device
performance. It can also be readily eliminated by increasing the rotation speed of the sample
during growth.

All these initial InP-based materials results were obtained on sulfur-doped n-type
substrates. For high-speed device tests, fabrication on semi-insulating substrates is required.
Growth of RTD structures on semi-insulating substrates did not yield the exceedingly high
PVR values that we reported for the n* substrates. This may be related to the higher disloca-
tion densities that are present in the semi-insulating InP substrates compared to the doped
substrates, or it could be related to the different growth temperatures necessary to achieve
high-quality growth on semi-insulating substrates. Figure 28 shows our best result for an
RTD grown on an Fe-doped semi-insulating substrate. We have examined three substrate
suppliers with similar results. Methods for improving these characteristics will undoubtedly
be found, but these characteristics are clearly acceptable for RTT fabrication.

Microwave RTDs were completed on semi-insulating substrates using mesa etch
processing and air bridge interconnects. The s-parameters of the InGaAs/AlAs RTD shown
in Figure 28 were measured to examine the high-frequency characteristics of the quantum
transistor mask set. The devices were lapped to 4 mils in thickness and bonded into a test
fixture designed for operation through the range 0 to 26 GHz. Because of the large negative
resistance the devices had to be stabilized by shunting them with a 10-ohm chip resistor to
prevent low-frequency oscillations.
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Figure 28
RTD characteristics for same structure described in Figure 21, here grown on Fe-doped

InP substrate. Diode area is 3 x 22 pun.

In Figure 29, the measured values (solid line) of S 11 are displayed on a Smith chart,
starting from 100 MHz and following a clockwise path to 26 GHz. At low frequencies, the
negative resistance is not observed because of the effect of the stabilizing network. The
dashed line represents an equivalent circuit fit to the measured data. This circuit is shown in
Figure 30. The circuit consists of the chip resistor at left, the bondpad impedance, and the
RTD.

The values obtained from the fitting, using TOUCHSTONE, are about what would be
expected from the dc characteristics, with the exception of the magnitude of the negative
resistance and the bonding pad capacitance. A comparison of the measured and estimated
values for the equivalent circuit are shown in Table 5, with comments on how we made the
estimate.

The reason for the large negative resistance is not apparent, but it is smaller, by a
factor of 3, than has been observed for GaAs RTDs. 3 The larger pad capacitance than ex-
pected suggests that the mesa isolation may not have been as deep as required, i.e., that the
bond pads are placed on a thin layer of doped InGaAs. We can see from these measurements
that the device speed is not limited by parasitics to frequencies less than 26 GHz.

To create a charge neutral base in the BiQuaRTT with heavily doped contact layers to
minimize parasitic resistances, it was necessary to develop a capability for heavy n and p
doping of In0 5 %.GaAs. Figure 31 gives the measured electrical properties of InGaAs, show-
ing the dependence of Hall mobility on electron and hole density. Plots of the conductivity
show that the mobility decreases sublinearly with doping for the conditions we have tested.

2. Device Development
The transistor process was demonstrated by fabrication of an HBT with a 4-nm pr

base. The energy-band diagram for this transistor is shown in Figure 32. The layer structure,
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Measured S-parameters (S11) for AIAs/InGaAs/lnAs RTD with 4x 10 pml emitter at room temperature.
Solid tine is measured data starting inside Smith chart at 100 MHz and ending at 26 GHz. Dashed line is

equivalent circuit fit to measured results.
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Lumped equivalent circuit for RTD determined from measured S-parameters.

Table 5. Com. .arison of Extracted Equivalent Circuit RTD Parameters With
Estimates Based on DC Device Characteristics and Geometry

Equivalent
Parameter Circuit Estimate Comments

Cp 0.35 pF 0.011 pF From geometry of bond pad

Rc 3.2 Q 3.2 From contact resistance measurement

Rn -177 <8 D From I-V characteristic, depending on loading

Cq 13 fF 87 fF C = EA/d where d is thickness of RTD depletion
layer

Cp is pad capacitance R. is magnitude of negative resistance
Rc is device contact resistance Cq is quantum-well capacitance

n-type p-type
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Figure 31
Meuured electrical properties of Ino.. Ga.. As showing dependence of electron and hole

Hall mobility on doping density.

42



0.0 °'22

-0.2L-

-. -0.4k L

L.. -
Lii _L

-K2-4

L L LL L L. L _LL-L L L.. -J.L LJ

0 10 20 30 40 50 60 70

X (om)

V,=0.00 Vb=0. 7 0 Vr=1.00

Figure 32
Calculated energy-band diagram for InGaAlAs/InGaAs/InAs pseudomorphic HBT with 4-nm

p+ base used as process test structure.

grown on an Fe-doped InP substrate, consists of 700 nm of lattice-matched InGaAs doped to
5 x 10" cm--,, a 300-nm InGaAs collector doped to 2 x 10's cm-3, 5.5 nm undoped InGaAs, a
4-nm p* InGaAs base doped to 5 x 109, 5.5 rim undoped InGaAs, an InO.,(Ga.,Al.,).,As
quaternary emitter 100 nm thick doped to I x 10" cm-3, and a 50-nm compositionally graded
layer to a 250-nm emitter contact layer doped to 5 x 10" cm-. A 2-nm pseudomorphic InAs
layer was grown in the center of the 4-nm p+ base to lower the base sheet resistance.

The room-temperature common-emitter transistor characteristics of these devices are
shown in Figure 33. Contact to the base was achieved by precise etching to the base and
deposition of a nonalloyed Cr/Au contact. Two 75 x 75 pm devices are shown. The device
on the left side of the figure shows a current gain greater than ten with low output conduc-
tance, while another device with identical geometry (Figure 33 right) shows current gain of

), but with significantly higher output conductance. Both devices are shown to point out
that there is a degree of nonuniformity to the device characteristics that is probably related to
the nonplanar etch front. Even so, this process demonstrates that control of the etch fror: can
be obtained to achieve contact to a 4-nm base.

In the final weeks of the contract, this process was used to fabricate both InP-based
bipolar and unipolar RTTs. The characterization of the best of these devices at dc, microwave
frequencies, and low temperatures is summarized.
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Figure 33
Room-temperature common-emitter transistor characteristics for 4-nm base InGaAlAs/InGaAs/lnAs

HBT. Emitter dimension is 75 x 75 pm. Characteristics are shown for two geometrically identical
devices on same wafer.

a. BiQuaRTT

Here we describe results of our final processing iteration on the bipolar RTTs using a
40-nm p quantum well. While a 40-nm quantum well is roughly a factor of 3 wider than we
anticipate will be used in an optimized BiQuaRTT, we chose this width to ease the quantum-
well contacting requirements as we work to understand the effects of hot-electron transport
across the base/collector junction in the presence of a heavy p-type base doping density.

The energy-band diagrams for this RTI iteration are shown in Figures 34 and 35.
Figure 34 shows the energy-band diagram for the BiQuaRTT in the vicinity of the quantum
well. The complete layer growth sequence on an Fe-doped InP substrate proceeded as fol-
lows: 700 im InGaAs subcollector doped to I x 10'9 cm-3, 300 nm undoped InGaAs collec-
tor, 2 nm AlAs tunnel barrier, 1.5 nm InGaAs spacer, 40 nm p-InGaAs base doped to 1 x
10'9, 1.5 run InGaAs spacer, 2 rnm AlAs tunnel barrier, 5 nm undoped injector quantum well
(consisting of 1 nm InGaAs, 2 nm InAs, and 1 nm InGaAs), 2 nm AlAs tunnel barrier, 1.5
nm InGaAs spacer, 50 nm Ino.,(Ga,.,Alo.,)0.,As emitter doped to I x 10"s cm- 3, 50 nm graded
layer to a 100-nm InAlAs minority-carrier confinement layer doped to 1 X 10'9 cm- 3, and a
50-nm graded layer to a 250-nm InGaAs emitter contact layer doped to 1 x 10'9 cm-'.

The RTD injector monochromates for the incoming electron stream to the base and
provides a test structure for determining when the etch to the base is complete. The In-
GaAIAs quaternary emitter injects electrons into the base at an energy below the intervalley
transfer threshold of -0.5 eV. The compositional grade to InAlAs in the emitter allows
biasing the conduction bands in emitter and base to a pseudoflat-band condition while still
providing minority carrier confinement. One BiQuaRTT structure as shown in Figure 34 was
grown. A second MBE transistor structure was grown, which was nominally identical to
Figure 34 except that the base/collector tunnel barrier was excluded. In this way, the effect of
the base/collector tunnel barrier on base transport could be investigated. As it is described in

44



Transmission

1 10-2 1o - 4  10-6 10- 8  10 - 10

1.5 ' ''' ' I' I I I I I ' I I 1 1

1.0 "

0.5 -

0 .0 -------.

S-0.5r

-2.0 :

0 20 40 60 80 100 120 140 160 10' 103 102

V (nm) dO/dE (eV-')
Figure 34

(a) Calculated energy-band diagram in vicinity of quantum-well region of BiQuaRTT under bias. Dashed
lines indicate quasi-Fermi level energies in (left to right) emitter, base, and collector. Computed transmis-
sion coefficient for energies exceeding conduction-band energies in emitter are plotted in (b). For energies

less than emitter conduction band edge, resonances are plotted by computing change in wave-function
phase with energy [see lower axis in (b)].
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the literature,"3 this second RTT structure without the base quantizing tunnel-barrier is re-
ferred to as an RBT (resonant-tunneling bipolar transistor).

First, the characteristics of the RTD control structure are described. This RTD with
40-nm base is used to characterize the transport through a 40-nm quantum well in the ab-
sence of heavy p-doping. The band diagram and layer structure for the RTD in the region of
the double barrier are shown in the Figure 35. The structure is symmetric with 60 nn more
InGaAs doped to 1 x 10" cm-', and 400 nm InGaAs doped to 5 x 10", cm-3 cladding the layer
structure shown in Figure 35. An additional 400-nm InGaAs buffer layer doped to 5 x 10",
cm-- separates the structure from the semi-insulating InP substrate and eases the precision
with which the collector contact etching needs to be done.

The current-voltage and conductance (dI/dV) characteristics of a 40-pm2 RTD are
shown in Figure 36. Clear room-temperature conductance oscillations are apparent, corre-
sponding to the tunneling of electrons through the 2-D quantum-well states. If the tunneling
transport is resonant as opposed to sequential, the observed conductance oscillations imply
that the electron is able to travel ballistically over distances exceeding twice the quantum-
well width ot 80 nm.

To account for the resonances, the quantum-well energy states were computed as a
function of bias with respect to the Fermi energy in the emitter. When the bias voltage across
the RTD is such as to lower a quantum-well state below the conduction band minimum in the
emitter, a decrease in the conductance is expected. A plot summarizing the calculated move-
ment of the quantum-well states with bias is shown in Figure 37. We expect from these
calculations to observe 12 oscillations in the conductance, which is in agreement with the
experimental data of Figure 36. Qualitatively identical 300 K conductance oscillations have
been reported previously6 in a 60-nm In .,,Alo.,,As/Ino.,Ga.,,As RTD.

We conclude from the RTD control structure results that it will be possible to use the
40-nm-wide BiQuaRTT base to optimize room-temperature operation of the transistor struc-
ture. Resonant tunneling through the base should be observable and the effects of base
doping, collector/base heterostructure design, spacer layers, and base structuring (composi-
tional and dopant grading and ordering) can be investigated. During this time, the base
contact process can be further refined through the development of selective etching, while
maintaining a good process yield. With optimized base transport at 40 nm, the final reduction
in quantum-well base dimension can be employed as necessary to enhance the negative
transconductance.

The room temperature common-emitter (CE) characteristics of the 40-nm RBT ard
BiQuaRTT are shown in Figures 38 and 39 for identical device geometries with measure-
ments made over the same current-voltage range. The emitter area is 4 x 20 pm2 with collec-
tor area of 20 x 26 pin'. Figure 38(a) shows the CE characteristics, Figure 38(o) shows the
measured base/emitter voltages used to maintain constant base current in the CE characteris-
tics in Figure 38(a), and Figure 38(c) shows the base/emitter junction characteristics with
collector junction open. Gain greater than 2 is observed in the RBT for V,. exceeding the
bandgap energy of InGaAs (P 78 eV) in agreement with what is expected from the band
diagrams. Unlike a conventional HBT, inclusion of a tunnel barrier in the emitter decreases
the current gain when V,,. is biased below emitter/base flatband.

Measurement of the base/emitter diode characteristics sh, s that the RTD injector
goes irto resonance at -1.05 V, which is also in agreement with the band diagram of Figure
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Room-temperature current and conductance (dI~dV) voltage characteristics for AIAsII .iGaAs
RTD with 40-nm quantum well.
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Figure 38
Room-temperature (a) common-emitter transistor characteristics, (b) common-emitter

characteristics showing dependence of I on V.* and (c) base/emitter junction INV characteristics
with coflector open for RBT.
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Room-temperature (a) common-emtitter BiQuaRTT characteristics, (b) common-emitte characteistics
showing dependence of 1, on V.., and (c) baselemiffer junction INV characteristics with collector open.
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34. For the range of base currents supplied in the CE characteristics of Figure 38(a,b), the
base voltage is less than 0.9 V, so no effects of the emitter injector RTD are observed. The
characteristics biased into resonance are shown later. Noted also that, since there is no base/
collector tunnel barrier, the base is three-dimensional and no effect of quantized base trans-
port is observed.

In adding the base/collector tunnel barrier, we observe the base quantization in the
current-voltage characteristics of the BiQuaRT'" structure in Figure 39. Identical measure-
ments are made to compare with the RBT of Figure 38. Apparent resonances are occurring at
V , = 1 V, 2.4 V, and 3.4 V as a result of adding the base/collector tunnel barrier at a base
doping of 1 x 10'9 cm-3. Also note that the current gain has been degraded to less than unity
for collector/base biases of less than -5 V in comparison to the RBT. Thus, it appears that the
2-nm AlAs tunnel-barrier in the base/collector junction quantize, the base and reduces the
current gain. With collector/base bias sufficient to pull the tunnel-barrier maximum below
the conduction band in the base, current gain is greater than unity. Impact ionization certainly
also contributes to the current gain at large collector/base voltages since the breakdown
voltage decreases with increasing collector current.

The effect of the RTD injector is not observed in the I-V characteristics of the base-
emitter junction shown in Figure 39(c); neither are the apparent resonances that result with
the addition of the base/collector tunnel barrier. These effects are the subject of a study that
will be reported elsewhere and have been observed in BiQuaRT's of both smaller and larger
base width.

The conclusion from this final set is that quantum-mechanical reflections off the base/
collector tunnel barrier can reduce the gain of the BiQuaRTT. To improve the gain, the
transit time across the base should be minimized and the minority carrier lifetime increased.
Reflections at the base/collector tunnel barrier increase the amount of time the electron
spends in the base. Future designs will need to minimize these reflections by, for example,
reducing the tunnel-barrier thickness. Increasing the minority carrier lifetime should also be
possible by base structuring. 3

As mentioned earlier, the RBT showed a resonance in V,. at -1.05 V [Figure 38(c)].
The CE transistor characteristics for this device when biased through this voltage range are
shown in Figure 40. At resonance, the current gain is increased dramatically from a value of
approximately 2 to a value exceeding 9. Beyond resonance, the current gain diminishes to
approximately 4. This is qualitatively what we would expect given the measured characteris-
tics of the base/emitter junction. It is not clear, however, why the RTD peak-to-valley ratio is
so poor. Future experiments should determine whether the p-dopants in the base are affecting
the emitter injector. Materials studies comparable to those done for Be in the GaAs pseudo-
morphic BiQuaRT'IT' will need to be done for the In,.33Ga,,As base to establish the Be
diffusion length during growth.

b. QuESTT

We report here the first unipolar resonant tunneling transistors to ever exhibit room-
temperature dc and microwave gain. This achieves a significant milestone on the path toward
realization of room-temperature quantum transistor circuits. Only one other hot-electron
transistor has been previously reported to exhibit room-temperature gain, this being in the
AISb/InAs/GaSb system.3 '
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Flpre4O
Room-temperature (a) common-emitter RBT characteristics, (b) common-emitter characteristics show-

ing dependence of I on V,. Same transistor as measured in Figure 38.

The energy-band profile of these devices is shown in Figure 41. A set of three transis-

tor structures was grown, differing only in the width of the quantum-well base which was by

design 10 nm, 40 nm, and 60 nm. The layer growth sequence on Fe-doped InP substrates was

as follows: 550-nm InGaAs collector contact layer doped to I x 10" cm-, 50-nm doping and

compositional grade to undoped In,(Ai ,Ga,),As, 300-nm undoped In(AlGa)As collector,

InGaAs quantum-well base doped to 1 x 10' cm- , emitter RTD injector consisting of a 2/1/2/

1/2-nm AIAs/nGaAs/InAs/InGaAs/AlAs resonant tunneling structure clad by 1.5-nm un-

doped InGaAs spacer layers, 50-nm InGaAs emitter doped to 1 x 10" cm- , and finally a 300-
nm InGaAs emitter contact layer doped to 1 x 10"9 cm-.

The transistor uses an RTD injector (Figure 42). This injector serves two purposes.
One is to launch a monochromatic electron beam into the quantum-well base at an energy
below the intervalley transfer energy. The quantum-well base is defined as the InGaAs region
between the second AlAs tunnel barrier and the quatemary In(GaAI)As collector. Second, the
RTD injector provides a test structure that can be used to make in-process measurements to
indicate when the quantum-well base etching is completed.
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Evolution of the original QuESTT design may not be readily apparent from the
energy-band diagram of Figure 42. In place of the wide-bandgap emitter injector, an RTD
injector has been substituted to aid in the base contact process and to monochromate the
injected electron stream. A wide-bandgap collector is used as originally proposed; however,
the collector tunnel barrier is removed to increase the gain of the device. Base quantization is
still achieved because of the wide-bandgap collector without the base/collector tunnel barrier.
Resonant tunneling then occurs through the virtual states in the base.

In the device literature, this structure is referred to as the resonant-tunneling hot
electron transistor (RHET)." There is a difference, however, between the device concepts for
the RHET and theQuESTT. In the RHET, negative transconductance is obtained through bias
control of the RTD injector, and injection takes place into a three-dimensional base. In the
RHET, the base/collector junction is graded to minimize quantum mechanical reflections,O
while in the QuESTT, negative transconductance is intended (not yet demonstrated) through
control of the transport through the quantized 2-D base states; base quantization is required.
We refer to the unipolar transistors described here as QuEST's to emphasize the difference
in motivation.

Room-temperature gain was achieved in all three of the QuESTIs: 10-nm, 40-nm,
and 60-nm base. Shown in Figure 43(a) are the common emitter transistor characteristics for
the 40-nm device and in Figure 43(b) the measured base voltage required to maintain the
constant base current steps as a function of V.. A sketch of the device characteristic is made
at the right of Figure 40(a) to make clear the order of the overlapping curves. The gain in the
device exceeds 10 near resonance, which is comparable to the only other report of room-
temperature gain in a hot-electron transistor." Note that, at this current gain peak, the collec-
tor base voltage is near zero; therefore, the current gain is not caused by avalanche multipli-
cation in the base/collector junction. It can be seen that, at V,. = 1.3 V, the injector RTD is
switched out of resonance. When this occurs, the base/emitter voltage increases, causing the
collectoribase junction to switch to a slight forward bias. This manifests itself as a negative
collector current in the off-resonance condition and is seen in both Figures 43(a) and 43(b).

Collector/base leakage gives rise to the nonzero collector current seen most readily
for the zero base current step. Cooling the device to 77 K does not eliminate the leakage,
although on cooling to 4.2 K, the leakage is significantly reduced. This suggests that the
unintentional background doping density in the In(AlGa)As collector freezes out below 77 K.
Shown in Figure 41 are the common-emitter transistor characteristics at 4.2 K, showing also
the base/emitter voltage dependence on V_. A sharp increase in the conductance is observed
at V. = 340 meV for I, = 800 pA. This is explained by the line-up of a resonant state within
the quantum well itself, which is the resonance we are seeking to optimize in the QuESTT.

It is possible to measure these transmission resonances through the quantum well by
fixing the collector/base voltage and measuring dljdV,, as a function of V,,."' Enhanced
conductance (dI/dV,,) occurs when the injected emitter electrons line up with quantum-well
resonant states. This measurement is shown in Figure 44 where collector current and device
input conductance, dIjdVb,, are plotted as a function of V,. for four values of collector/base
voltage. Clear peaks in the conductance are observed with approximately 100-mV spacings.
These are consistent with the calculated energy separation between transmission resonances
shown in Figure 42. The magnitude of the conductance oscillations increases with increasing
collector/base bias, which is consistent with an increase in the base transport factor caused by
more efficient collection of electrons at the base/collector junction.
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Figure 43
Room-temperature characteristics of (a) common-emitter 40-nm base QuEST, (b) common-emitter

characteristics showing dependence of 1. on V... Emitter area is 2 x 10 jam2.
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Figure 44
Dependence of collector current I and input conductance dl./dV, at 4.2 K on base/emitter voltage Vb

and collector base voltage for same device shown in Figure 41.

The low-temperature measurements indicate that we have succeeded in forming
resonant states in a 40-nm quantum well with base doping of 1 x 10"8 cm-3. Negative tran-
sconductance through the quantum-well resonant states is not observed in the 10- or the 40-
nm well device. Low-temperature measurements of the 60-nm well device have not yet been
made.

Network analyzer S-parameter measurements were made to characterize the device
speed. Using an air-bridge interconnect technology (Figure 45) and on-wafer Cascade-
probeable coplanar transmission-line pads, the room temperature microwave performance
was measured. Figure 46 shows the dependence of I h1 , 12 and the maximum available gain
(MAG) on frequency. Extrapolating at -6 dB/octave, a value of 4= 67 GHz and f = 40
GHz are obtained. S-parameter measurements were also obtained on the 60-nm RTr. On this
RTr, f and f,, values of 54 and 11, respectively, were measured. These are the first hot-
electron transistors to exhibit dc and microwave gain at room temperature.

D. PROCESS DEVELOPMENT FOR RTTs
The development of processing technology for RTl's was greatly facilitated by the

wealth of in-house experience in compound semiconductor processing. Many of the funda-
mental processing requirements such as high-quality ohmic contacts, well-characterized
etching techniques, dielectric deposition, and other techniques were already established.
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Figure 45
Scanning electron microscope photograph of air-bridge interconnect to RTT. Center contact is emitter,

on either side of emitter is base, and outside each base is collector. Separate air bridge to each base.
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Figure 46
Vector network measurement of current gain h 1 2 and maximum available gain as function of frequency

with V,. = 0.8 V and V =1.22 V. Emitter area is 3 x 10 pm2.
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Special requirements for resonant tunneling transistors did require new processing
techniques to be developed. In the earlier stages of the contract, we were working in the
GaAs/AlGaAs/InGaAs system but later changed to the InGaAs/AlAs/InAlGaAs system on
InP substrates. This change was justified from several points of view. As discussed in the
transistor development section, the larger barrier heights and lower effective mass result in
superior resonant tunneling devices. Additionally, as is discussed next, the ability to form
nonalloyed ohmic contacts resulted in a significantly simplified approach to both bipolar and
unipolar device fabrication.

We discuss in detail our approach (for both material systems) to two specific and
interrelated processing goals that are particularly important to RTTs: contacting a quantum-
well base and achieving good base-to-emitter isolation. We also describe the various mask
sets used to fabricate RTTs and other process development issues.

1. Fabricating GaAs/AIGaAs/InGaAs RTTs

a. Base Contact and Isolation
Resonant tunneling transistors of the type we are fabricating use a quantum well for

the base. A prerequisite for the successful fabrication of these transistors is a good electrical
contact to the very thin quantum well while maintaining reasonable isolation from the emitter
and collector regions. Different solutions to these problems were developed for the bipolar
BiQuaRTIT and unipolar QuESTT.

In the case of the BiQuaRTT, we achieved contact to the p-type base by simply
implanting a p-type dopant, Be, down to the quantum well. We developed an implant process
that used three different energies to obtain a reasonably uniform doping level down to the
quantum well, which was typically 500 nm below the surface. Figure 47 shows the distribu-
tion of Be in GaAs as predicted by LSS range tables when implanted at 30, 80, and 160 kV
with a total fluence of 3 x 10'5 ions/cm' We optimized a rapid thermal annealing (RTA)
process to minimize the bulk resistivity to the p-type implanted regions. A sacrificial GaAs
wafer was placed over the implanted wafer during the RTA process to reduce As out-diffu-
sion.

Be diffusion in our heterostructure was a serious concern, in part because anomalous
redistribution of Be in MBE-grown GaAs had been reported.' 2"3 We investigated Be concen-
trations in our structures by secondary ion mass spectroscopy (SIMS). We determined that
Be is completely contained in the quantum-well structure as grown by MBE and that no
diffusion out of the quantum well after RTA was evident. Figure 48 shows a SIMS depth
profile of a 25-nm Be-doped quantum-well with AlAs barriers, where the Al and Be ion
signals are plotted, The Be is clearly contained inside the Well.

Electrical measurements of implanted contacts to the well have sho,',. ,7onvincing
evidence of electrical transport through the quantum well, and Hall bar measurements have
confirmed that the charge carriers are holes. Hall measurements also determined a hole
mobility of 780 cm2/V s.

The p-type implant does form an undesired lateral pn junction with the emitter, and
the tail of the implant penetrates the lower barrier layer and forms another pn junction with
the collector. In principle, it should be possible to operate a BiQuaRTT so that neither of
these junctions is strongly forward-biased. However, the devices we have been able to fabri-
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Figure 47
Depth profile of triple implant used to contact well in BiQuaRTT devices.

cate require for operation a base-emitter bias that significantly forward-biases the parasitic
lateral pn junction.

Fortunately, it is possible to effectively remove this unwanted leakage path. A trench
may be etched in the GaAs between the emitter and base contacts. If the bottom of the trench
is positioned a few nanometers above the quantum well, the base-to-emitter leakage is elimi-
nated. However, if the etch is too close to the well, surface depletion can effectively discon-
nect the base from its contact. Test structures were used to gauge the appropriate etch depth.
A trench between two implanted contacts to the base was pre-etched a few nanometers. Then
the trench in this test structure was etched along with the base-to-emitter isolation trench on
devices. While etching in small increments, the resistivity of the base-to-base contact on the
test structure can be monitored for any change. Once an increase in the resistivity of that
measurement is detected, one can be sure that the etch-front is very near the quantum well
and that the device isolation trenches are very near an optimum position. We have also
monitored, as the etch progresses, the base-to-emitter forward-biased current on large, easily
probed devices and have terminated etching once the current at a fixed bias drops below a
prescribed value.
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Figure 48
SIMS profile of pseudomorphic BiQuaRTT transistor with 5-nm AlAs tunnel barriers and 25-nm Be-

doped InGaAs quantum-weD base.

In an effort to improve this etch isolation process, we attempted to use selective dry
etching. It is certainly possible to selectively stop on the AlGaAs barrier layers. However,
this is too close to the quantum well and causes base depletion. A reactive ion etching proc-
ess that will selectively stop on InGaAs has been reported in the literature" and was also
developed here. We strategically placed a thin InGaAs layer slightly above the resonant
tunneling structure and demonstrated the ability to use this layer as an etch stop. We had
hoped that this low-bandgap layer spaced away from the resonant tunneling structure would
have minimal impact on transport through the device. Unfortunately, there was serious
degradation in the peak-to-valley ratios and current densities of resonant tunneling diodes
that included the InGaAs layers. Further investigation of this approach is indicated.

We should also mention the parasitic base-collector junction resulting from the tail of
the implant, which penetrates into the collector region. For the BiQuaRTT, this is not a
serious problem since it is possible to operate the device with this junction reverse-biased.

The QuESTT device, however, does not lend itself to implanted contacts to the well.
Although base-to-emitter isolation could be accomplished in the same manner as the
BiQuaRTT, because the device is unipolar, there is no junction to provide isolation where the
implant tail meets the collector.

In the proposal for this contract, we proposed a method for contacting the quantum
well in the QuEST" involving etching and subsequent epitaxial regrowth on the well. This
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was attempted using a highly selective reactive ion etching process to stop on the base layer
and the regrowth of InGaAs to from the contact to the base. The selective etching was per-
formed with a CCI2F2 and He reactive ion etch, which is found to effectively stop on buried
layers of AlGaAs and InGaAs.3

Figure 49 is a transmission electron micrograph of the successful regrowth of InGaAs
on the quantum well of the QuESTU. In the figure, the etch appears to consume or chemi-
cally alter the first 3.5-un AlAs layer leaving an atomically smooth interface for regrowth of
the thick InGaAs contact layer. The InGaAs well layer thickness is 8.5 run.

Dislocations in the regrown InGaAs are apparent. These arise because the thickness
of the regrown contact layer, 200 nm, exceeds the critical layer thickness for dislocation
formation. In addition, we have observed microcontaminants that were left on the wafer
surface after selective etching and cleanup. These amorphous particles are the source of the
larger defects apparent in the regrown InGaAs.

Another feature of the etching is the undercut, which is obvious in the micrograph.
Often the development of a highly selective etch leads to compromising the etch anisotropy.
This undercut produces a aadowing effect during MBE growth and disconnects the regrowth
of InGaAs between emitter and base. This is a desirable feature since no etch isolation step is
tht. a necessary to prevent parasitic emitter-base conduction. The free InGaAs surface be-
tween the regrown base layer and the emitter contact layer is, however, not desirable. Deple-
tion of the quantum-well electrons from this surface results in an electrically open regrown

200 nm
Regrown InGaAs

500 nmGaAs =

200 nm
3.5 nm AJAs Regrown InGaAs

8.5 nmn InGaAs

3.5 nm AlAs GaAs

Figure 49
Cross-section TEM of selectively etched (RIE) and regrown QuESIT struciure.
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base contact. Although we were not able to fabricate successful QuESTIs in this way, we
consider the approach to be a good one that could eventually succeed. We terminated this
approach, however, in favor of developing RTIs in the InGaAs/AIAs/InAlGaAs system,
which avoids regrowth processing.

Another approach to etching and regrowth was also attempted. The technique was
first reported by workers at IBM.4" The technique involved a thermal etch in an MBE cham-
ber. A patterned wafer is placed in an MBE chamber. At 7500C with an As flux (similar to
that used for growth), GaAs sublimes at approximately 1 pm/hr. For the same conditions,
AlGaAs has a very low etch rate and, therefore, maybe used as an etch mask and/or etch stop.
After etching (sublimation), the sample may be regrown without leaving the UHV chamber.

We determined in our own experiments that, at 750 0C while maintaining an As flux
similar to that used for GaAs growth, the GaAs/AlGaAs etch ratio is at least 100:1. We have
demonstrated that we may stop on a layer of 40 percent AlGaAs as thin as 5 nm.

Figure 50 is a TEM cross-section of an etched and regrown sample. The original
epitaxial structure consisted of a 100-nm AIGaAs cap layer, 500-nm GaAs layer, a 5-nm
AlGaAs layer, 5-nm GaAs quantum well, and 200-nm AlGaAs layer on a GaAs substrate. A
portion of the AlGaAs cap layer was patterned and chemically etched before reinserting in
the MBE chamber. In the MBE chamber, 500 nm of GaAs was etched down to the 5-nm
AlGaAs etch stop. Subsequently, 500-nm of GaAs was regrown.

Figure 50 shows that the material regrown in the etched portion of the sample (on the
left) appears to be quite good with few defects despite the existence of a large number of
inclusions at or near the regrowth interface. Furthermore, the sidewall coverage is excellent.

Figure 50
Cross-section TEM of selectively etcied (thermal MBE) and regrown QuESTT structure.
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On the other hand, higher magnification micrographs showed some penetration of the
5-nm AlGaAs layer, and a general roughness to the heterostructure interfaces that could be
caused by diffusion resulting from the extended time at 7500C. This diffusion is a serious
problem that could destroy the resonant tunneling behavior. We have just completed an
experiment that has subjected RTDs to a wide range of thermal cycles. The data suggested
that an extended time at 750'C should not seriously degrade tunneling performance.

While these results were encouraging and appeared to provide a possible path for
QuESTT fabrication in the GaAs-based compounds, this approach was also abandoned when
we switched over to the InP material system.

b. Other processing details

The initial work on BiQuaRTTs and QuESTTs in the GaAs material system was
accomplished with a mask set designed before the start of this contract. Based on experience
with the older mask set, new mask designs were improved to minimize processing difficulties
and add new test structures. Similar to the previous set, these masks were designed to pro-
duce discrete devices that have not been optimized for high-frequency operation. Eighteen
different discrete devices were included on each die. The principal variations were in emitter
size and base-to-emitter spacing. Three of the transistors employed circular rather than
rectangular geometries. The first operational BiQuaRT devices produced under this contract
used this mask set.

In designing these devices, fairly conservative design rules were employed. No
features smaller than 2 micrometers were included. The most demanding placement accuracy
required is ±0.5 micrometer while most devices require no better than ±1.0 micrometer.
While the contact alignment tools available in our laboratory are capable of considerably
better performance than these figures, the practice of using a quarter or even smaller portion
of a wafer (because of limited quantities of good epitaxial material) produces resist build-up
on edges, particulates from cleaved edges, and mask bow during contact. All these factors
make good contact and alignment considerably more difficult than on entire wafers. For these
conditions, we believe our design rules were appropriate.

To provide the minimum distance from the low-resistance base contact to the tunnel-
ing areas of the device, the base contact was designed as an annulus that surrounds the
emitter contact. This topology requires that a metal lead to the emitter contact cross over the
base contact region. Although this arrangement has its problems, we believe that minimizing
base resistance is a more significant issue. Different spacings between the emitter and base
contacts have been used in different devices.

The emitter contact is an n-ohmic contact to a degeneratively doped n-type layer. We
used a wide range of emitter sizes in our different devices. The emitters were square ranging
from 3 micrometers on a side to 30 micrometers. Measurements on large test structures
demonstrate good-quality ohmic contacts.

Ihz collector layer is below the quantum-well. The emitter layer and quantum well
structure must be etched away before the collector contact metal can be applied. With the
previous mask set, the same layer was used for both etching and metal deposition. While this
may be an acceptable process, it is possible for some of the metal to be deoosited on the
sidewalls of the etch trench, which would provide a short between the en.. ."r and collector.
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We have, therefore, employed separate mask levels for collector etching and collector contact
where the contact metal layer fits easily inside the etched region, thereby avoiding the possi-
bility of the aforementioned short.

The collector contact region is adjacent to three sides of the base annulus. One side is
left open to permit metal runs to contact the base and emitter without crossing the collector
trench and metal co itact. The collector contacts are made to heavily n-doped GaAs and use
the same type of me tallization as in the emitter contacts. Again, we have measured good-
quality ohmic contacts.

Three different base-to-emitter spacings are used in the mask set for different devices.
If misalignment causes the etch pattern to expose emitter or base metal, the isolation etch is
difficult to control. The largest spacing is 7 pm where a 3-pm-wide etch annulus has a 2-pm
space between it and the emitter on one side and another 2 pm between the etch area and the
base implant pattern. A 5.5-pm base-emitter spacing uses a 2.5-pm etch width and 1.5-pm
spacing. The smallest base-emitter spacing is 4-pm where a 2-pm etch width has 1-pm
spacing. This smallest spacing creates the most challenging alignment of our process, but
also creates the lowest base resistances. The widest spacing ensures that some of the devices
will be processed with no alignment problems.

After the metal contacts are formed and isolation etch is completed, deep trenches are
etched down to the semi-insulating substrate to provide device-to-device isolation. A passi-
vating silicon nitride layer is deposited over all devices. Contact vias are etched down to all

devices, and a metal bond pad layer is patterned.

The mask set includes several test structures besides the isolation etch structure
mentioned: seven different transmission line structures that measure the sheet resistivity of
and contact resistance to different layers, several large transistors for checking devices before
final metal deposition and bonding, a C-V measurement structure, a set of RTD structures, a
Hall bar for measuring quantum-well conduction, a final metal step coverage test, and a test
structure to measure contact via and nitride passivation quality.

2. Fabricating InGaAs/AIAs/lnAIGaAs RTTs

a. Contact to Quantum Well and Isolation

The ability to form nonalloyed ohmic contacts of both n- and p-type allows for a
much simpler approach to fabricating RTTs. Both bipolar and unipolar RTTs were fabricated
by simply etching down to the base layer and depositing metal directly on the base to make
nonalloyed contacts. This approach is not possible in the GaAs material system because of
the need to alloy the contacts, which would form alloy "spikes" and short the base to the

collector.

The basic process for RTT fabrication is the InGaAs/AlAs/InAlGaAs system is as
follows. The emitter contact is defined by metal lift-off. The entire surface is etched down to
the base layer. Base contacts are lifted off. The sample is etched further to reveal the collec-
tor contact layer and metal contacts are lifted off. Note that this process provides a means of
directly contacting the base and excellent base-to-emitter isolation.

A diffiLult part of this process is the requirement of etching down through several
hundred nanometers and stopping on a base layer that is a few nanometers thick. Using a
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scanning tunneling microscope, we have determined that our wet etch process (1:8:160
sulfuric acid:hydrogen peroxide:water) has an average surface roughness of 25 nm after
etching down 500 nim. The termination to the etch was selected by monitoring a test structure
with two emitter contacts. As long as the emitter layer provides the dominant current path,
there will be a simple resistive measurement. However, once most or all of the emitter layer
has been etched away, the current will flow through the resonant tunneling structure and an
NDR region will be apparent in the IV measurement. The onset of this signature is used as an
indication that the etch has reached the base.

b. Other Processing Details
For processing RTFs in the InGaAs/AlAs/InAlGaAs material system, new mask sets

were designed to make use of the new processing strategy and to improve high-frequency
performance and testing capabilities. The new masks allowed us to use a self-aligned fabrica-
tion process for both the BiQuaRTT and the QuES'IT. This was necessary to reduce parasitic
base resistance and collector-base junction area. Cascade probeable devices were also pro-
vided to facilitate microwave testing to 40 GHz and electro-optic evaluation of the device
switching speed at Stanford University.

Figure 51 shows the mask layout. The cell size is 2.1 x 2.1 mm and contains 16
discrete devices comprising most of the cell area. The upper row of devices was provided for
dc transport studies and uses circular transistor geometries with emitter diameters of 1, 2, 4,
and 8 pm. The remaining devices were designed to minimize device parasitics for high-speed
testing. Emitter stripe widths of 0.5, 1, 2, and 4 pm were used. The second and third rows of
devices differ only in their bonding scheme; the second row was for common-emitter con-
nection while the third row was for common-base testing. The bottom row of devices was
arranged in a 50-ohm coplanar transmission-line geometry for on-wafer evaluation of the
transistor speed. Located about the edge of the cell are test structures for process develop-
ment and material evaluation.

Figure 52 shows an enlarged view of one of the coplanar transmission-line devices.
The center line is 50 pm wide; the emitter dimensions are 2 x 22 pm2 . The other three copla-
nar transistor structures have emitter sizes of 3 x 22, 3 x 10, and 2 x 10 pm. Connection to
the mesa devices was accomplished with an existing air bridge technology.

The mask has been designed to accommodate aligned and self-aligned processes for
both the BiQuaRTT and QuESTT devices. During this mask design phase, we also developed
a self-aligned base and collector process on InP. Figure 53 is a scanning electron micrograph
of the self-aligned transistor geometry showing successful realization of the self-aligned
emitter-base and base-collector metallizations. The lower half of the figure is the device cross
section.

3. Electron-Beam Processing of RTTs

We also made use of electron-beam (e-beam) lithography to process RTTs. The e-
beam instrument used is a Philips EBPG-4HR. We did not pursue extremely small geome-
tries. The smallest features were 0.5 pm. However, we did take advantage of the overlay
alignment accuracy of this instrument, which is better than 80 nm three-sigma. This excellent
alignment capability allowed us to use closely spaced geometries, which would have been
impractical with our optical exposure tools.
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Figure 51
Mask set for fabricating RTI's on lnGaAs/ALAs/JnMGaAs.
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Exposures were typically done with a 50-keV electron beam using polymethylmeth-
acrylate as a resist, with different resist thicknesses used depending on the particular process.
A 0.25-pm spot size was used for large features and a 0. 1-pm spot size was used for small
features. Resist development was accomplished with a 1:1 mixture of MJBK and IPA.
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Figure 52
Coplanar transmission-line transistor layout.
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SECTION IV

MANUFACTURING ISSUES

We have not only developed an accurate BiQuaRTT/QuEST" modeling package to
guide the development of transistor results, but have compared this type of model to straight-
forward resonant tunneling diode structures (under a separate ONR contract). The electrical
characteristics of a series of highly characterized resonant tunneling diode structures were
modeled, and the results were in excellent agreement with our self-consistent band-bending
calculation. This work has been published" and is included as Appendix N.

We used these models to understand the details of InGaAs RTD structures, refine our
device models, and explain the IV characteristics observed. As mentioned previously, we
observe very pronounced inflections in the IV characteristics before resonance. To study this
more, and to determine the structural parameters important for InGaAs/InP RTDs, we grew,
fabricated, and measured a series of InGaAs (on InP)/AlAs RTDs, consecutively grown.
Table 6 illustrates the parameter space explored.

X-ray four-circle diffractometry was used to determine the In percentage over the 3-
day growth period, which varied from 54.7 (S2) to 56.0 (S 14).

Figure 54 shows a result of the study, which is the resonant peak voltage as a function
of the parameters. A trend to higher resonant voltages as the spacer layer increases and as the
contact doping decreases is observed. as expected. The "preresonant inflection" is observed
in many of these samples. One possible explanation is that this results from a resonance
between electrons in a two-dimensional emitter accumulation layer and the quantum well;
thus, low-temperature magnetotransport measurements were performed. To within experi-
mental resolution (1 mV), the structure appeared not to shift with magnetic fields up to 9T,
invalidating the accumulation layer hypothesis.

Second, there appears to be significant fluctuation from sample to sample. Determin-
ing the origin of the inflection from this database is difficult with these variations. Thus, we
decided to do a baseline study of variations in a better understood system, a GaAs/AlAs RTD
control sample set that spanned the same spacer/doping density parameter space. A study of
these samples illustrated the problem that is responsible for the previously mentioned fluctua-
tions.

Figure 55 shows a series of I-V and G-V characteristics for a series of the GaAs/AlAs
control samples, with varying doping density, at 300 K. For easy reference, we will use the
GaAs/AlAs sample designations, in a structure similar to Table 6. Table 7 shows the set
under consideration. The symbol x implies no existing sample.

Table 6. Samples Used in Study of Spacer Layer/Doping Effects on IV
Characteristics of InGaAs/AlAs RTDs on InP substrates

Contact Spacer Layer Thickness (nm)
Doping I
(cm- 3 ) 0 2.5 5 10 20

IX1017  SI S2 S3 S4 S5

3 x 1017  S6 S7 S8 S9 SIO
I x 1018 SII S12 S13 S14 S15
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Figure 54
Resonant peak voltage as function of spacer and contact doping density for InP/InGaAs RTDs, at 300 K.

Table 7. Samples Used in Study of Spacer Layer/Doping Eflfects
on IV Characteristics of InGaAs/AIAs RTDs

Contact Spacer Layer Thickness (nm)
Dopinp I
(cm- 3) 0 2.5 5 10 20

1 x 1017  3197 x x 3196

3 x 1017  3206 x x x 3205

I x 1018 3215 x 3216 3209 3208
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Figure 55
INV and G-V characteristics at 300K for (a) 3196, (b) 3205, and (c) 3208.
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Figure 55 (continued)
I-V and G-V characteristics at 300K for (a) 3196, (b) 3205, and (c) 3208.

First, the variation of the peak voltage observed is expected: higher voltage for
reduced doping. Second, the preresonant inflection is clearly present, strongest for the lowest
doping density [Figure 55(a)]. Observation of this inflection in these samples implies the
origin is not specific to the InGaAs system. The origin is as yet undetermined. A band struc-
ture modeling of these samples is shown in Figure 56. The accumulation notch is obviously
largest in Figure 56(c), implying that the relative spacing of the inflection voltage to resonant
voltage should increase from Figures 56(a) through 56(c). Actually, it appears to be constant,
if not decreasing. In addition, the inflection decreases with decreasing temperature; e.g., see
Figure 57 (77 K).

While collecting these data, the variation from sample to sample was carefully moni-
tored to illuminate the origin of the fluctuations. Figure 58 shows a slice map of the resona.it
tunneling voltages (a), peak (b) and valley (c) currents, positive (a-c) and negative (d-f), for
1/4 of the 2-inch sample 3208. Figure 58(a) illustrates the problem-variation in the struc-
tural parameters shifts the resonant voltage by nearly a factor of 2. Likewise, the peak current
[Figure 58(b)] varies by nearly the same amount. We have previously pointed out that such
variations can be accounted for by quantum-well and tunnel-barrier thickness variations.6
Studies of the lateral doping fluctuations show insignificant variations. Thus, sample-to-
sample comparisons will always be suspect unless the variations can be quantified. Notice
that both the quantum well and tunnel barriers appear to "thin" from the slice center (0,0) to
the outside rim (a total of approximately 100 data points).
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Figure 56
Band structure calculations for samples (a) 3196.. (b) 3205, and (c) 3208.
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Figure 56 (continued)
Band structure calculations for samples (a) 3196, (b) 3205, and (c) 3208.
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Figure 57
IV and G-V characteristics at 77 K for samples (a) 3196, (b) 3205, and (c) 3208.
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Figure 57 (continued)
INV and G-V characteristics at 77 K for samples (a) 3196, (b) 3205, and (c) 3208.
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Figure 58
Slice map of (a) positive resonant tunneling voltages, (b) positive peak current, Wc positive valley current,

Wd negative resonant tunneling voltages, (e) negative peak current, and Mf negative valley current for
sample 3208. The x and y axes are 0 to I inch along (100) directions (for 11 devices), with position (0,0)

being slice center. T=300K.
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Figure 58 (continued)
Slice map of (a) positive resonant tunneling voltages, Ib) positive peak current, (c) positive valley current,

(d) negative resonant tunneling voltages, (e) negative peak current, and (f) negative valley current for
sample 3208. The x and y axes are 0 to I inch along I 100) directions (for II devices), with position (0,0)

being slice center. T=300K.
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To quantify this variation, we have found that a quadratic (a + br') provides reason-
able fit data sets of each of the structures (as a function of r). Figure 59 shows such a fit to
Figure 58(a). Tables 8 and 9 show the coefficients of these fits. The trends to lower V, with
increased doping and decreased spacer (III) are evident, as well as the current density vani-
ations. The full data set can be found in Appendix 0.

It is clear from this study that the inherent fluctuations in (at least, MBE-grown)
RTDs give fluctuations of about a factor of 2 in resonant voltage. This is because of a "lever-
arm" effect (Figure 60): the majority of the voltage is dropped across the downstream deple-
tion layer. The impact this has on resonant tunneling device integration is severe-the -eso-
nant tunneling voltage "threshold" (i.e., NDR voltage) of a diode cannot be controlled up to a
factor of -x".

At first glance, this study would seem to imply that RTT integration is not possible.
On the contrary, it underscores the necessity for transistors where the quantum well is di-
rectly contacted and modulated independently (or nearly independently) of the contact
regions. Device concepts such as the BiQuaRTT and QuEST" will work, since they do this;
transistors that are essentially series combinations will suffer from this limitation.

Returning to the original motivation for this study, InP RTDs: the variations in the set
IS(i)) are caused by the same problem. However, this set was grown on small pieces of InP
substrates (because of the prohibitive cost of 13 InP substrates); thus, the respective orienta-
tions of the samples with respect to substrate and beam flux centers are not known.

-

Figure 59
Contour plot fit to Figure 58a.

78



Table 8. Fit to Spatial Maps, Resonant Voltage V r

(Format: pai'tive (negative), top numnbei iercept (a), oottom number curvature (b).

Contact Spacer Layer Thickness (nm)
Doping I ____________________________
(cm -3) 0 50 100 200

I x 1017 1.04 (1.16) x x 1.28 (1.55)
0.007 (0.008) 0.007 (0.007)

3 x 1017 0.855 (1.10) x x 0.880 (970)
0.012 (0.011) 0.008 (0.012)

I x 1018 0.625 (0.925) 0.67U (0.750) 0.490 (0.570) 0.730 (0.800)
0.006 (0.012) 0.003 (0.004) 0.003 (0.004) 0.004 (0.005)

Table 9. Fit to Spatial Maps, Peak Current I Pand
Valley Current I v.

(Format: peak/valley, positive (negative); top set intercept (a), bottom set curvature (b).

Contact Spacer Layer Thickness (A)
Doping I_____________________________
(cm -3 ) 0 5 10 20

1 x 1017 9.0/3.0 x x 9.4/2.95
(9.6/3.2) (11/3.7)
0.090/0.038 0.070/0.041
(0.100/0.054) (0.100/0.054)

3 x 1017 8.15/3.55 xx 10.1/3.1
(10.64/4.91) (10.4/3.32)
0.018/0.022 0.075/0.034
(0.045/0.040) (0.093/0.045)

1 x 1018 13.617.2 24.8/9.7 10.1/3.3 15.9/4.6
(20.9/12.0) (28.2/12.2) (11.1/3.85) (16.6/5.00)
0.78/0.075 0.180/0.095 0.105/0.045 0.140/0.065
(0.185/0.195) (0.195/0.135) (0.125/0.055) (0.148/0.070)
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Figure 60
Origin of large fluctuations in RTD resonant voltage. Structural variations causing quantum-well energy.
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SECTION V

HIGH SPEED RESONANT TUNNELING

DIODE CIRCUITS (STANFORD UNIVERSITY)

A. INTRODUCTION

Resonant Tunneling Diodes (RTDs) have superior high-frequency characteristics that
are attractive for high-speed applications. As RTDs have terminal characteristics very similar
to the Esaki tunnel diode, these new tunneling devices can also be used in the current high-
speed applications of the Esaki tunnel diode.

RTDs have many advantages over Esaki tunnel diodes: their speed, for example. The
RTD pulser-circuits we have recently fabricated and tested have switching times of 6 to 10 ps
whereas Esaki tunnel diodes have switching times of only 20 ps.'7,' '4 , 9 In addition, Esaki
tunnel diode circuits must be built from discrete parts, while we have developed a fabrication
process for a monolithic RTD integrated circuit. By replacing Esaki tunnel diodes with
RTDs, we can achieve both faster and simpler circuits.

In the 1960s, many ideas were proposed for using the Esaki tunnel diode. With the
advent of the transistor, which has superior characteristics and IC capabilities, most of these
ideas were never realized. A few of the remaining applications using the tunnel diode include
high-frequency detection, oscillators, pulse formers, and trigger circuits. RTDs have already
outperformed the tunnel diode in high-frequency oscillator applications. A group in MIT
Lincoln Laboratories has recently reported oscillations up to 420 GHz using RTDs,' ° com-
pared with a 40-GHz operation frequency for the best tunnel-diode oscillator.

We have focused our work on switching applications of RTDs. First, we built pulse-
forming structures and demonstrated very fast switching transition times. Then, we used
RTDs in trigger circuit applications up to 60 GHz. Our circuits outperformed both tunnel-
diode trigger circuits and tunnel-diode pulse formers by a factor of 3.

B. PULSE FORMING WITH RESONANT TUNNELING DEVICES

Under an ONR/SDI contract, RTD pulse-forming structures have been studied and
fabricated."."8 A major achievement in this contract was the development of a proton im-
planted process for resonant tunneling diodes that provided device isolation and allowed
fabrication of low-loss transmission lines (Figure 60). Pulse-forming structures were fabri-
cated monolithically on chip. Based on the circuit parameters for these devices, minimum
switching times on the order of 5 ps were expected. The structures were electro-optically
sampled and a minimum switching time of 10 ps was measured. Larger-area devices were
optimally matched to the switching load and should have achieved the predicted minimum
switching time. However, these devices dissipated in excess of 3 mW/pm and melted at the
resonance voltage. The devices used a 70-nm space layer, which shifted the resonance volt-
age out to 2.5 volts and was responsible for the high power dissipation.

To avoid heating problems, new devices were grown with 35-nm spacer layers. The
resonance voltage for the second generation of devices was 1.5 volts, and power dissipation
was significantly reduced. With the first-generation devices, a maximum current of 33 mA
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was achieved; with the second-generation devices, a maximum current of greater than 70 mA
was achieved. Pulse-forming structures were again fabricated monolithically on chip.

Device circuit elements were determined by S-parameter measurements. Measured
and predicted S-parameter results at three different bias points are shown in Figure 61. The
theoretically predicted circuit elements were not varied for best fit to the data. Instead, each
element was calculated independently. The device series resistance was estimated from on-
wafer transmission-line structures and known resistivities of GaAs. The device capacitance
was calculated from the buffer layer and the barrier specifications in the growth. The small-
signal device resistance was estimated by the best linear fit to the I-V curve at each bias
point. The close match between the predicted S-parameters and the measured results indi-
cates that the simplest diode circuit model adequately describes the device.

From the S-parameter measurements and the switching models developed previously,
these devices were estimated to have a minimum switching time of 4.5 ps. A 2-GHz sine-
wave signal was applied to the input of a switching circuit, and a typical output switching
waveform is shown in Figure 62. Switching times measured for these devices ranged from 6
to 10 ps."

Calculations based on the device physics and circuit modeling for resonant tunneling
diodes indicate that the minimum switching time achievable for any resonant tunneling
diodes is on the order of 4 to 5 ps. The second generation of devices switches within 1.5 ps of
the theoretical limit. The discrepancy between theory and measurement is probably the result
of jitter in device switching. Further device generations will probably not significantly
decrease switching time.

C. RTD TRIGGER CIRCUITS

The principles of a trigger circuit are explained in a paper by Arpad Bama. 2 A device
used as a threshold detector must have two threshold levels and hysteresis. The hysteresis
differentiates this circuit from a limiter in which the output is continuous. It eliminates the
output fluctuations caused by noise when the input reaches the threshold level. This type of
circuit can be realized in two ways: as a Schmitt trigger using transistors, or as a trigger
circuit using Esaki tunnel diodes. In terms of speed, Esaki tunnel diode trigger circuits are
superior to Schmitt triggers. At present, 20-GHz Esaki tunnel diode trigger circuits have been
introduced cormmercially, while Schmitt triggers are used in scopes with maximum band-
widths of I GHz.

Trigger performance is limited by the switching time and timing jitter or phase noise
of the device. A paper by Donald E. Nelsen" discusses the study of the timing jitter of Esaki
tunnel diodes. Application of his results to our RTDs gives an expected timing jitter less then
0.5 ps. Our microwave sources, however, have comparable timing jitter and, thus, not enough
resolution to directly measure circuit phase noise. Using an indirect method, we plan to
measure the jitter characteristics of our circuits. By increasing the total phase noise of the
circuit by adding an additional noise source, we can increase our signal above the inherent
noise floor and estimate the timing jitter of a single device.

The RTDs used in these experiments were monolithically connected to transmission
lines. They were previously used as RTD pulsers by applying a bias and an RF signal
through the transmission line. When the total voltage on the RTD reached a threshold volt-
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Device cross section of proton-implanted, microwave-compatible RTD process.
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Figure 62
Sit measurements and calculations.
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age, it switched from one state to another, and a fast voltage pulse formed on the transmis-
sion line. Previously, the output pulses were synchronous with the RF input; to achieve
repetitive switching waveforms, the amplitude of the RF signal had to be large enough to
reset the device.

The need for a large-amplitude RF signal was avoided by driving with the sum of two
different signals. One signal was a very fast sinusoidal with a relatively small amplitude and
the other was a slow sinusoidal with a larger amplitude. The resulting sum resembled an RF
signal superimposed on a slowly rising ramp function (Figure 63). With the application of
this signal to our device, switching occurs around the maximum of the fast RF signal. The
voltage pulse train on the transmission line is now synchronous with the fast RF signal and is
easily observed with a scope. To check that the pulse trains weie synchronous with the fast
RF signal, we changed the dc bias by small increments. If the pulses are synchronous, then at
certain bias levels, the device should switch to the next peak of the RF signal. The time delay
between the pulse obtained with the new bias and that obtained with the previous should then
increase by one period of the fast signal.

The experimental setup for synchronization of the switching pulse with the RF signal
can be found in Figure 64. A 60-GHz signal was obtained by feeding an amplified 20-GHz
signal from a frequency synthesizer into a tripler. A large-amplitude, 500-MHz sinusoidal
signal from another phase-locked synthesizer was summed with the output of the tripler. The
dc bias was increased in 6-mV steps and each time, a different switching waveform was
recorded. The resulting waveforms are shown in Figure 65. Each of the four switching
waveforms is at a different bias point and corresponds to switching around consecutive
maximums of the 60-GHz signal. The time delay between each consecutive waveform is
around 16.6 ps, equal to one period of the 60-GHz signal. This shows that the switching
pulse is synchronous with the fast 60-GHz RF signal.

To check that this switching step can be used as a real trigger pulse, we applied the
output of the RTD circuit to the trigger input of a digital sampling scope (Figure 66). To
ensure that the triggering is not caused by synchronization of the slow part of the input signal
with the fast signal, we chose a 499-MHz signal. We then tried to observe a 60-GHz signal
from another U-band tripler driven by the same frequency synthesizer. The result in Figure
67 shows that we were able to trigger a 60-GHz signal using our RTD trigger circuit.

Conventional Esaki tunnel diode trigger circuits operate up to 20 GHz. This was the
best result before our research on RTD trigger circuits. Our first attempt extended this limit
to 40 GHz.5' The new setup has raised that record to 60 GHz, which we believe to be still
limited by the experimental setup and not the device itself. Future planned work includes
design and fabrication of a 100-GHz trigger circuit. This circuit will use two diodes and, in
terms of high-frequency characteristics, the new circuit will be superior to the present RTD
trigger circuit. Testing at 100 GHz will be made by using both electronic and electro-optic
sampling techniques.

RTD trigger circuits have potential system applications. Currently, the largest com-
mercial application of tunnel diodes is to trigg :-r recognition in high-speed oscilloscopes. We
expect that it is here that the RTD will also find its greatest utility. As has already been
demonstrated, RTDs fabricated with the planar process developed in our laboratory can be
used to trigger off signals up to 60 GHz, a factor of 3 faster than the Esaki tunnel diode.
Furthermore, the speed of the RTD will allow it to serve an even broader role in high-speed
instrumentation.
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Electro-optically sampled output of pulse-forming structure.
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Experimental setup to demonstrate trigger action at 60 GHz using RTD circuit.
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Figure 67
Scope plot of 60-GHz signal triggered by output of RTD trigger circuit.

Figure 68 shows two possible applications of the RTD. Figure 68(a) is a simplified
description of a vector network analyzer. This system takes advantage of a high-speed RTD
trigger circuit to avoid the necessity of frequency synthesis, making the system more flexible
and possibly less costly. Here the trigger circuit, or "countdown," produces a lower-fre-
quency output that is phase-synchronous with the RF input. This output can be passed
through a digital phase shifter and a limiting amplifier to provide a local oscillator (LO)
signal for the sampler. A microprocessor determines the rate of phase-shifting that is required
to produce a mixer product at the desired intermediate frequency (IF). This information can
also be used to determine the instantaneous frequency of the RF source. An equivalent-time
sampling oscilloscope functions in much the same way.

Figure 68(b) illustrates how an RTD trigger would be used in a random sampling
oscilloscope. In this case, the LO is run at a synthesized rate, so it is nece ;ary to decide
where the trigger event occurs relative to the sample. This is done by making a time interval
measurement between the trigger event and the next sample pulse. The resulting time data
are used to place the voltage sample at the correct point in time on the display.

Current commercial technology makes this time interval measurement with about 10-
ps resolution. However, an integrated correlator circuit using the nonlinear transmission-line
technology developed at Stanford University has the potential of relating the trigger event to
the sample pulse with less than 1-ps resolution. This circuit consists of a nonlinear transmis-
sion line connected to a diode tapped delay line. The nonlinear transmission line produces a
fast fall-time pulse, synchronous with the LO, which collides with an incoming trigger event
pulse from the RTD on the tapped delay line. In the spatial region of the correlation between
the two pulses, the tap diodes are forward-biased. The shape of the correlation is then cap-
tured by hold capacitors connected to the tap diodes, and the relative time of the incoming
trigger event determined by the spatial position along the delay line of the correlation center.

The system examples presented here show that the RTD can extend the speed and
flexibility of current high-speed instrumentation. In high-frequency network analysis, the
RTD could possibly be used to eliminate the need of phase-locked sources. In sampling
oscilloscopes, the RTD is a "drop-in" replacement for the old Esaki tunnel diode, but its
speed demands that other system blocks such as the correlator be enhanced as well.
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SECTION VI

SUMMARY OF ACCOMPLISHMENTS

Unipolar and bipolar resonant tunneling transistors (RTTs) in both GaAs- and InP-
based heterojunction material systems were fabricated and characterized. Initial
demonstration of the pseudomor-'hic InGaAs base BiQuaRTT was achieved in the GaAs/
AlGaAs/InGaAs system 2,2' (Appendixes I and J). Resonant tunneling was observed in the
pseudomorphic A1GaAs/InGaAs/GaAs system" (Appendix E), and the AlGa,_As/
Al,Ga,_ As/GaAs'6 (Appendix F). High current density, important for high-speed applications,
of 10' A/cm 2 with a peak-to-valley current ratio of 2:1 at 77 K was achieved in an A1GaAs/
GaAs RTD 7 (Appendix G). The heterojunction device models developed under this contract
were used to interpret the I(V) characteristics of a set of precisely characterized RTDs"
(Appendix H). This work established the predictive ability of the heterojunction models and
provided a simple explanation for I(V) asymmetry in RTDs in terms of monolayer thickness
fluctuations. An implantation process for contacting an n-type quantum well was i-,,eloped"
(Appendix K) and used to contact the quantum well of a unipolar GaAs RTI"6 (Appendix L).
This device is the first Stark-effect transistor (SET) to exhibit oscillatory negative
transconductance at 77 K and was an important test vehicle for understanding transport into
and out of n-type quantum wells.

A state-of-the-art MBE growth capability -,r In(AlGa)As compounds lattice-matched
in InP was demonstrated2 (Appendix M). Methods for growth of resonant-tunneling
heterostructures and for heavily d -)ping InGaAs with Be and Si were developed, A
microwave resonant-tunneling transistor process was also developed, and microwave
characterization of RTDs and RTs was performed. In the final weeks of the contract, both
unipolar and bipolar InP RTTs were demonstrated and characterized. We achieved for the
first time room-temperature dc and microwave gain from the unipolar InP-based RTTs.
These unipolar hot-electron transistors are the first ever to show room-temperatur, dc and
microwave gain.
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SECTION VII

CONCLUSIONS AND RECOMMENDATIONS

The resonant-tunneling transistors under development by the contractor represent the
limiting cases in base thickness dimension of the double-heterojunction bipolar transistor
(DHBT) and the hot-electron transistor. During the course of this contract, systematic prog-
ress was made toward the realization of practical quantum transistors, but much work re-
mains. Further engineering of the transistor heterostructure is needed to optimize the device
at room temperature as we have described. Development of selective wet and dry etch proc-
esses are needed to realize the full potential of these advanced device structures and provide
for a manufacturable process. As quantum transistors are moved into a manufacturing envi-
ronment, device design rules will be required to allow the realization of circuits. These must
evolve from a strong theoretical understanding of the basic device transport, which must be
built concurrently and in close collaboration with the experimental effort.

As we summarize and reflect on the findings of this effort, we find no insurmountable
technical impediments to the realization of quantum transistor devices and circuits. We
recommend that development of resonant-tunneling transistors and circuits be continued.
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hband
HBAND: AN INTERACTIVE HETEROSTRUCTURE

DEVICE MODELING PROGRAM

William R. Frensley
Central Research Laboratories

Texas Instruments Incorporated
Dallas, Texas 75265

I. Summary

hband is an interactive program, implemented on the SUN 3/260 workstation,
which solves for the self-consistent energy-band profile in heterostructure devices. It does
so within a local quasi-equilibrium approximation (also known as the zero current model,
and such programs are loosely termed "Poisson solvers"), for heterostructures in the
AlGaAs and InGaAs material systems. It may be used to investigate such questions as the
effects of grading in composition and doping in HBTs, optimum heterolayer design in
heterostructure FETs, and the design of resonant-tunneling devices.

II. Overview

The hband user-interface is a window in the SunView" environment. It consists of
six subwindows which display particular types of information about the simulation. These
are:

* The band-profile window in the upper left. The band-edge energies versus position
(the primary result of the calculation) are displayed graphically.

* The density-profile window in the lower left. The composition, doping, and carrier
densities versus position are displayed graphically.

* The design-file control panel at top left. This provides the functions required to
manage the files of design data.

* The design-file text window at upper left. This displays the text of the design file and
permits editing of the design.

* The display control panel at middle right. This provides functions to control the
format of the displayed results and supplies feedback on some aspects of the
calculation.
The log window at lower right. Information on the status of the calculation which is
generally of secondary interest is dumped into this window, where it may be
examined should the need arise.

The layout of the interface is illustrated in Figure 1.

" SunView Is a trademark of Sun Microsystems, Inc.



Design-file control panel

Band-profile
window Design-file text window

Display control panel

Density-profile
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Figure 1. hband user interface

III. Using hband
A. Starting hband

hband must be run wiumin the Sun view enviionment. Normally, the user accounts
of those primarily interested in device modeling will be set up so that SunView will
automatically be entered upon login, and hband will be among the programs represented
by an icon on entering SunView. To use hband, simply move the mouse so as to position
the pointer over the hband icon and press the left mouse button.

hband relies heavily on the conventions and built-in functions of the SunView
environment, and thus users should study the "SunView 1 Beginner's Guide" at some
point in the process of learning to use hband. The important conventions to remember are
the functions of the mouse buttons. The left button is used to make selections, as of text to
edit, icons to open, or to push a control button. The middle mouse button is used to extend
text selection s, and the right button brings up the pop-up menu. The "keyboard focus",
the window to which keystrokes are sent, is the window in which the pointer is presently
located. (Many of these details can be changed with the Defaults Editor, to more closely
resemble the Macintosh interface, for example.)

If the hband icon is not displayed upon entering SunView it may be invoked from
the SunView pop-up menu under Local. Otherwise it may be started from any shell by
typing hband. (Technical detail: the executable file is located in /usr/local/bin,
which should be in everyone's search path.)
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B. Editing the Device Stcture

The heterostructure to be simulated is described to hband by a text file which is
displayed and edited in the design-file text window. To introduce the format of such
design files, the following example describes the original Fujitsu HEMT transistor:

vl Schottky 1.1
v2 30.0 2.0E18 0.3 Al
v2 60.0 -1.0E14 0.0
v2 bulk

The file consists of a sequence of lines describing the layers of the heterostructure and the
boundary conditions of the simulation. The first and last lines define the boundary
conditions, and the intervening lines define the layers. The first item on any line is a two
character sequence which for the moment we may think of as specifying the device terminal
to which a given layer or boundary is connected. This sequence consists of the letter v
followed by a digit in the range 1..8. (The hband input routine is not case-sensitive, so
you can use either V or v.) We will refer to this below as a V# item. In the example
above, the Schottky contact is connected to terminal 1, and all of the semiconductor layers
are connected to terminal 2 (conceptually, the substrate). Now let us consider the rest of a
layer definition line, such as:

v2 30.0 2.0E18 0.3 Al.

The number following the v2 is the layer thickness in nanometers (30 in this case). Next is
the doping level in atoms per cubic centimeter. Positive values imply N-type doping and
negative values imply P-type doping. The rest of the line specifies the chemical
composition, in this case A10.3Ga0.7As. GaAs is specified by 0.0, 10% inGaAs would be
specified by 0. 1 In. As presently configured hband models only the (AI,Ga)As and
Jn,Ga)As material systems.

There are three types of boundary conditions which may be specified: OHMIC,
SCHOTTKY, and BULK. OHMIC and SCHOTTKY describe metallic contacts, with the
OHMIC boundary condition fixing the band-edge energies so as to enforce charge neutrality
at the boundaries. SCHOTTKY boundaries fix the conduction band energy to be the
Schottky barrier height (which must be specified immediately after the keyword
SCHOTTKY) above the Fermi level in the contact. The BULK boundary condition models a
semi-infinite extent of semiconductor with the same composition and doping level as the
adjacent layer. Note that each of these boundary conditions implicitly involves the concept
of a Fermi level at the boundary, so a v# terminal specification is required to tell the
program what Fermi level to apply at the boundary.

The design-file text window uses the standard SunView text-editor (textedit).
For complete details on how to use this editor, see the "SunView I Beginner's Guide." To
summarize the more important functions: To position the caret (insertion point), move the
pointer to the desired location and press the left mouse button. If you start typing (with the
pointer still within the text window) the characters will appear at the position of the caret.
To select a region of text to delete or copy to another location, place the pointer over the
first character in the region and press the left mouse button. Then move the pointer over
the last character in the region and press the middle mouse button. The selected text will be
displayed in inverse video. You can then use the "Cut" or "Copy" keys on the keyboard.
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The selected text will be placed into the paste buffer and it can be inserted in another place
by moving the caret as described above and then pressing the "Paste" key. The character to
the right of the caret can be erased by pressing the "Delete" key.

The interactions with the file system are handled by the contents of the design-file
control panel, located immediately above the design-file text window, and illustrated in
Figure 2. The top row of this control panel contains five buttons, labeled Load,
Model, Store, List dir and Set dir, which are largely self-explanatory. The
current directory is displayed on the second line, and it can be changed by editing the
directory name and then pushing the Set dir button. Pushing the List dir button
causes a listing of the current directory to be displayed in the log window. A file name can
then be selected and copied (as described above) from this window and placed after the
F i 1 e : prompt in the control panel, or the file name can be typed in after positioning the
caret after the File: prompt. Pressing Load will load the contents of the named file into
the text window, and pressing Store will store the contents of the window into the named
file. The two remaining items in the control panel are the temperature and the mesh
spacing. These values default to 300.0 K and 5.0 nm, respectively, when hband is
started. The temperature can be set to any desired value greater than zero. The mesh
spacing is best chosen so that the total number of mesh points (the total thickness of the
modeled structure divided by the mesh spacing) is of the order of 100. Typical values are 5
nm for bipolar devices and 1 nm for FETs

L d odeTl List dir (Set dir
Directory: /home/sclacl/frensley/modeling/hdemo

File: hbtdrift

Temperature = 300.0 K Mesh spacing = 5.0 nm

Figure 2. Design-file Control Panel

C. Modeling a Device

Once a device structure has been defined in the design-file text window, the structure
is interpreted and modeled by pressing Model. The contents of the design-file window
are then read, interpreted into a finite-difference model whose elements are displayed in the
density-profile window, and the self-consistent potential is evaluated by Newton iteration.
Note that changes made in the design-file text window are made known to the rest of the
program only by pushing Model.

D. The Band-Profile Window

The primary output of hband is the contents of the band-profile window, which is
illustrated in Figure 3. It shows a graph of band-edge energy versus position, in white
lines on a black background. Also shown are the Fermi levels, in red, of the various layers
and boundaries. hband conceptually groups together all layers and boundaries (which
need not be contiguous) with a given V# and manipulates the Fermi level of each of these
groups as a unit. This is the true significance of the v# in the design file. The current
value of each Fermi level is displayed digitally in the display control panel. Note that the
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values presented on the graph and in the digital display differ in sign. The graph plots
electron potential energy in eV and the digital display shows the terminal voltage.

1.0 , , , , , I , , I 

-0.5

-1.0o_

-1.5

-2.0

Figure 3. The Band-Profile Window

A recalculation of the self-consistent potential is triggered by adjusting one of the
Fermi levels. To do this, move the pointer into the band-profile window and position it
over the red Fermi-level line within the region whose Fermi level you want to change.
Depress and hold the left mouse button. The cursor will change to a grasping hand symbol
and the Fermi level will now follow the motion of the pointer. As the Fermi level is
changed by moving the pointer up and down, the digital display in the display control panel
changes to reflect the current value of the voltage (and this may be used to more precisely
set the voltage). When the Fermi level has been set to the desired voltage, release the
mouse button and the self-consistent potential will be recalculated. This is an iterative
calculation, and the intermediate states are displayed so that the progress of the calculation
can be monitored. When convergence is achieved, all of the intermediate results are erased
and the graph is redrawn with the converged solution for the band profile. A log of the
iterative calculation is also printed in the log window, under a heading F e r m i
Screening Iteration Summary. This includes the iteration number, a quantity
Max f which is just the maximum deviation from Poisson's equation in eV, an a quantity
t which is the Bank-Rose damping coefficient.

The format of the band profile display can be modified by control functions located in
the display control panel, which is shown in Figure 4. On the top line is a cyclic choice
item labeled Display: which has the values Both bands, C band only, and V
band only. This controls which bands are displayed, so that one can view both the
conduction and valence bands when modeling an HBT, but only the conduction band when
modeling a MODFET, for example. To cycle through the choices for this item, position the
pointer over the cycling arrows symbol and press the left mouse button. The energy range
displayed can also be adjusted using the +Emin, -Emin, +Emax, and -Emax
buttons, which increment or decrement the corresponding energy limit in steps of 1.0 V.
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Display: C Both bands V1 0.00

+Ein +Emax V2 0.75

-min - V3 - 1. 00

Figure 4. Display Control Panel

E. The Density-Profile Window

The density-profile window, illustrated in Figure 5, displays a plot of composition,
doping and carrier density versus position. Doping and carrier density are plotted on the
semi-log scale shown to the left. The electron density is plotted in yellow, the donor
density in red, the acceptor density in green, and the hole density in cyan. The composition
is plotted on the linear scale shown to the right. Al mole fraction is plotted in magenta and
In mole fraction is plotted in blue. The composition and doping densities are displayed
when the structure is interpreted after the Model button is pressed, ard the carrier
densities are updated whenever a new band profile is calculated.

1020 1.01 1~2 , , I . * . 1 O

0.9
1019- 0.8

0.78

-0.6

0.lo0 0.2

0 100 200 300 400

n N z(nm) p P

Figure 5. The Density-Profile Window
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One can set an integration range over which the total electron, hole, or ionized
impurity density will be summed, to obtain an areal density. The limits of integration are
set by moving the pointer over the density-profile window. Pressing the left mouse button
causes a vertical orange line to appear, which marks the lower (left-hand) integration limit.
Move the pointer to the desired position and then release the button. The upper (right-
hand) integration limit is similarly set with the middle mouse button. To select which
quantities will be integrated, position the pointer within the density-profile window and
press the right mouse button. A pop-up menu will appear with the choices Electron
density sum, Hole density sum, Ionized impurity sum, and Turn
off range.

To select an item from this menu, position the pointer over the item while holding down the
right mouse button. An item tentatively selected in this fashion will appear in inverse
video. The item is actually selected by releasing the mouse button while it is thus
displayed. Once electron density summing, for example, has been selected, its menu item
changes to Electron density off, so that summing can be discontinued as
desired. When summing is turned on, it is performed after a new potential is calculated,
and the result is displayed in the log window.

IV. Special Topics

A. The "VO" Option

It is possible, and sometimes necessary, to specify that a layer have no Fermi level
associated with it and in hband this is done by specifying vO. This is most often required
in the vicinity of deep depletion layers, and it is the price that must be paid for using a
model which rigorously applies only in equilibrium (zero bias) to far-from-equilibrium
situations. To understand the motivation for this feature, run hband on the following
simple p-n junction:

vl bulk
vl 50.0 1.0E18 0.0
v2 50.0 -5.0E17 0.0
v2 bulk

Notice that the electron and hole densities are depleted in the vicinity of the junction, as we
would expect. Now apply a reverse bias of at least 0.6 V by either moving the left-hand
Fermi energy down or the right-hand level up. You will observe that the conduction band
passes very close to the right-hand Fermi level and thus a very unphysical layer of electrons
appears on the right-hand (p-type) side of the junction. The way to solve this problem is to
turn off the Fermi level in a part of the p-type layer by splitting the layer into two parts and
specifying vO in the part next to the junction:

v1 bulk
v1 50.0 1.0E18 0.0
vO 20.0 -5.0E17 0.0
v2 30.0 -5.0E17 0.0
v2 bulk

The vO layer on the lower-doped side of the p-n junction avoids the unphysical electron
layer for reverse biases up to about 2 V in this case. The use of the vo option should be
guided by one's physical intuition.
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B. Graded Layers

It is possible to specify graded layers as well. The syntax is illustrated in the
following design file:

vl bulk
vi 30.0 1.0E18 0.3 Al
vl 40.0 graded
v2 30.0 -5.OE17 0.2 In
v2 bulk

The graded layer is assumed to be linearly graded in both composition and doping between
the values of those layers which bound the graded layer.

C. Stopping the Iteration

If it becomes desirable to interrupt the iterative calculation (typically because too small
a mesh spacing was chosen so that the computations take excessively long), press the
"Stop" key at the upper left comer of the keyboard. The iteration will be stopped upon
completion of the current step.

V. User Feedback

Please forward any comments, observations of bugs, or requests for added
functionality to Bill Frensley, x4436, MS 154, VAX RESBLD:FRENSLEY.
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William R. Frensley
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1. INTRODUCTION

One of the principal features of nanometer-scale structures is the appear-
ance of quantum-mechanical effects in such phenomena as electron transport.
Many of these effects, including the quantum Hall effect [1], the Aharonov-
Bohm effect (2], and universal conductance fluctuations [3], are observed in
systems which are kept very near to thermal equilibrium (that is, in the linear
response regime). Such effects are observed only at cryogenic temperatures
and only with sophisticated signal-detection schemes (such as a lock-in am-
plifier). In marked contrast to such phenomena are the quantum-interference
effects seen in some semiconductor nanostructures, such as the quantum-we
resonant-tunneling diode (RTD) [4,51. These effects are observed when the
system is driven far from equilibrium by an external bias voltage and they
persist to well above room temperature. They could, if one so desired, be
observed using only a low-precision voltmeter and a milliammeter. There is
thus a persuasive reason for studying the physics of nanostructures driven
far from equilibrium. We shall see that under such circumstances pure-state
quantum mechanics is not an adequate description and must be replaced with
a quantum kinetic theory.

The RTD is made of very thin heteroepitaxial layers designed such that
the conduction-band profile includes a double-barrier structure. Multiple
reflections of the electron wavefunction from these barriers gives rise to reso-
nances in the transmission probability in the same way that such resonances
occur in an optical Fabry-Perot interferometer. The structure and behavior
of the RTD is summarized in Fig. 1. The I(V) curve of a good experimental

I Supported in part by the Office of Naval Research and the Defense Advanced Research
Projects Agency.
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Fig. 1. Structure and behavior of the resonant-tunneling diode.

device measured at 77K is shown to the left and the conduction-band profiles
at voltages corresponding to the labeled points are shown to the right. (Oc-
cupied electron states are indicated by horizontal hatching and the resonant
levels by dotted lines.) In equilibrium, A, the chemical potentials are equal
and no current flows. At such a voltage that the resonant level lines up in
energy with the occupied states in the cathode, B, the resonant-tunneling
current reaches a peak. At higher voltages the resonant level is pulled below
the lowest occupied state in the cathode, C, the resonant-tunneling current
ceases, leading to a negative differential resistance between B and C.

Why are quantum interference effects so much more prominent in the
resonant-tunneling diode than those that occur in metallic nanostructures?
The different topologies of the electron trajectories is a part of the reason.
Aharonov-Bohm and similar devices are analogous to the Michelson interfer-
ometer, which is considerably less robust than the Fabry-Perot configuration.
However, a much more fundamental reason is that the quantum effects in
the RTD are observed far from thermodynamic equilibrium (s.e., with a large
chemical potential difference across the diode), where a much wider variety
of phenomena are. possible- than in the linear response regime. The present
work will be concerned with semiconductor nanostructures driven far from
equilibrium. We shall assume that the electrons in such a structure interact
only via their mean field (the Hartree potential), and that the Hartree poten-
tial and thus the spatial electron density is a physical observable. One might
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Fig. 2. Fermi-screened potential and resulting charge densities.

expect that under these circumstances elementary quantum mechanics would
provide an adequate theory. In fact it is not adequate and we will see how the
inadequacies appear in an attempt to evaluate the self-consistent potential.
The problem can be traced to the a priori assumption that the single-particle
density matrix is diagonal in the eigenbasis of the Hamiltonian. Removing
this assumption leads one to a quantum kinetic theory.

2. SCHROEDINGER EQUATION AND SELF-CONSISTENCY

In the absence of any contrary results we would expect that the self-consistent
potential for a resonant-tunneling diode under bias would resemble that ob-
tained from the Thomas-Fermi screening theory, such as that shown in Fig. 2.
Generalizing the Thomas-Fermi theory to the finite temperature case, we ob-
tain the Fermi-screened potential V(z) by solving

- V 2V = q {2(m*/2h2ij22Y llj2(p - qV)] - Nd}, (1)

where FI/2 is the Fermi-Dirac integral, p is the chemical potential, and Nd is
the density of ionized donors. The potential of Fig. 2 was obtained by solving
(1) with the appropriate chemical potential in each of the thick contact layers
and neglecting any charge density in the barriers or well. As one would expect
the potential drop is accomodated by an accumulation layer on the left-hand
side of the structure and a depletion layer on the right-hand side. The electron
density implied by the Fermi-screening approximation is shown by the solid
line. In this and all subsequent computations the temperature was taken to
be 300 K.
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Now, let us take the Fermi-screened potential and insert it into Schroed-
inger's equation. We find the eigenstates 1 (E, z) incident from the left with
unit amplitude and tk,(E, z) incident from the right. Using these solutions we
find the total electron density, which we will express as the diagonal elements
of the density matrix:

p(z,') = Iv 2' v-(E)f(E - p,),(E, x)Pt(E, z')
00 .dE

+ J 2 :rvE(E)f(E - ,) ,(Ez)#(Ez'), (2)

where V,, are the asymptotic potentials to the left and right, vi,,(E) is the
velocity of an electron of energy E at the respective boundary. Here f is the
Fermi-Dirac distribution function integrated over the transverse momenta:
f(E) = (m*/w i2 3)ln(1 + e-PE). The density resulting from this calcula-
tion is shown by the dashed line in Fig. 2, and it displays several interesting
features. One is the small peak centered in the quantum well. This is the
charge build-up due to resonant tunneling. Another interesting feature is the
asymptotic values of the electron density, lower than the donor density on
the left and slightly higher than the donor density on the right. This is due
to the resonant transmission of a part of the electron distibution incident
from the left. For most energies the electrons are reflected and thus for each
incident k there will be an equal density of electrons in the left-hand contact
with -k. However these electrons will be absent for states in the transmission
resonance. We can estimate the deficit as j/qvi(Eo) where j is the tunneling
current density and E0 is the resonant energy. Numerical calculations verify
that this value is equal to the electron deficit in the left-hand electrode. Sim-
ilarly, the resonant-tunneling electrons contribute an excess density to the
right-hand electrode which is well approximated by j/gv,.(Eo). These effects
are really artifacts of the assumption of purely ballistic transport inherent in
Schroedinger's equation and will not persist if inelastic scattering processes
are present.

The most important feature of the electron density inferred from Schroed-
inger's equation is the reduction in the electron density in the region where
screening theory predicts an accumulation layer (20 nm < z < 40 nm). This
decreased density is readily explained: The current density (0'IIjO) from each
scattering eigenstate is independent of z. As such a state propagates into
a region of decreasing potential, its speed of propagation must increase and
thus, to maintain the current constant, its amplitude must decrease.

Where, then, does the increased electron density in the screening the-
ory come from? It comes from electron occupation of a greater number of
states, rather than from increased amplitude in any given state. The po-
tential "notch" permits states with nonnegligible amplitude on the left-hand
side of the barrier and with energies below V1. These states are connected via
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Fig. 3. Fermi-screened potential and resulting wavefunctions.

tunneling to the propagating states incident from the right. The discrepancy
between screening and scattering theory is thus explained: Screening theory
assumes that the notch states are in thermal equilibrium with the left-hand
side of the structure while scattering theory assumes that they are in equi-
librium with the right-hand side. Actually, the situation will be governed by
the rates of two competing processes: (i) inelastic scattering of electrons from
propagating states into the notch states and (ii) tunneling out of the notch
states into the right-hand electrode [6]. Again, inelastic processes are the key
to obtaining a physically reasonable distribution of electrons.

To evaluate the effects of inelastic processes one naturally turns first to
the Fermi golden rule. Actually, the more complete expression underlying this
picture is the Pauli master equation, which assumes that the density matrix
is diagonal in the eigenbasis of the Hamiltonian [7]. In the RTD this means
that the form (2) is assumed, with the distribution functions f replaced by
probabilities Pi to be determined. The master equation is then

dP,/it = Z[W,P,(t) - W,1P,(t)], (3)

where the W,1 aTe the golden-rule transition rates. When applied to the
RTD problem, this picture leads to a violation of the continuity equation. To
observe this, let us look at the eigenstates derived from the Fermi-screened
potential. Fig. 3 shows two typical states, one with El > V (dashed line,
both real and imaginary parts shown) and the other in the "notch" with
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E2 < Vi (solid line). The spatial distributions of these states are shown in
the lower part of the figure. Now, the Pauli master equation (3) implies
that a transition process like phonon scattering will transfer electron density
at some rate from the state at E, to the state at E2. Because of the very
different spatial distributions of the these states, this must involve a current
flow with nonzero divergence. However each of the states has a uniform
current density and thus the diagonal density matrix describes a state with
no current divergence. Using such a model, which violates continuity, in a self-
consistent calculation is a very dangerous procedure. To satisfy the continuity
equation, we must allow off-diagonal elements of the density matrix. This
leads us to a quantum kinetic theory.

3. QUANTUM KINETIC THEORY

A quantum kinetic theory is expressed in terms of the single-particle density
matrix p(z, z'), or a mathematically equivalent object such as the Wigner dis-
tribution function. The time evolution of p is described by a kinetic equation,
which should include the quantum-interference effects described by Schroed-
inger's equation, and may include the effects of inelastic processes such as
those described by the Pauli master equation. The density matrix is directly
obtained by solving this kinetic equation; thus the natural basis states (the
eigenvectors of p) are obtained from the kinetic theory as a result, rather than
inserted as an a priori assumption.

A quantum kinetic theory appropriate for nanostructure devices such as
the RTD has been developed over the past few years [8,9]. Due to the openness
of any device with respect to electron flow, the theory is most naturally
expressed in terms of the Wigner distribution function f(z, k). The kinetic
equation has the form

1f/0t = f/ih + Cf, (4)
where Z is the Liouville superoperator describing the ballistic motion and C is
a collision superoperator including dissipative interactions. The effects of the
electrical connections to the device are described by open-system boundary
conditions which are time-irreversible and modify C so as to render it non-
hermitian [8,10]. The kinetic equation without the collision term has been
successfully used to calculate the dc, large-signal transient, and small-signal
ac response of the RTD [8,11].

The form of the kinetic equation (4) is Markovian, which means that the
time evolution depends only upon the state of the system at present, and not
upon its prior history. Non-Markovian behavior can result when information
about the state of the system is stored in degrees of freedom which are not
explictily included in the kinetic model. These could include the occupation
numbers and phases of phonon modes, electron correlations in the contacts, or
two-or-more-electron correlation effects. Thus the Markovian kinetic equation
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Fig. 4. Potential and density from self-consistent Wigner function with no
scattering.

is only a first approximation, but we will see that at least it does not display
the unphysical features that we observed in the scattering theory.

The form of the collision superoperator C is constrained by the require-
ment of continuity. An instantaneous scattering process cannot move an
electron from one position to another, so C must contain a factor of 6(z - x').
That is, C must be local in its effect upon the electron distribution, but it
can be nonlocal in the sense that C(z, k; z, k') can depend upon the impu-
rity distribution or phonon modes at other values of z. We would expect on
physical grounds that C should be of the form of a master operator, such as
appears in the Pauli equation (3). Thus C should have the form:

C(z, k; z', k') = 6(z - z') [Wt&,- 6(k - W) J dk" W', l , (5)

where Wkk, is the transition rate from k' to k. Published analyses imply that,
at least at some level of approximation, the Wkk, are equal to the golden rule
transition rates between plane wave states [12,13]. Note that the kinetic
approach avoids making assumptions about which states are participating in
a transition by considering all possible transitions between complete sets of
states.

The influence of inelastic processes on the self-consistent potential and
electron density of the RTD using the kinetic theory are illustrated in Figs. 4-
6. The kinetic equation (4) for steady state was solved self-consistently with
Poisson's equation for the Hartree potential, using a multidimensional Newton
technique. A device with a somewhat larger doping level in the contacts than
that of Figs. 2-3 .was assumed, to reduce the screening length and thus the
size of this rather time-consuming computation.

If no collision term is included, the self-consistent solution is that shown
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in Fig. 4. The solid line represents the potential, the dashed line is the
resulting electron density, and the dotted line shows the ionized donor dis-
tribution. The problem we first observed in the Schroedinger model is also
apparent here: No accumulation layer has formed on the left side of the bar-
riers and the electron density is in fact depleted. This leads to an upward

curving of the potential on the left side, which is certainly unphysical. Be-
cause the boundary in this case is artificial, occuring in contacting layers
which are much thicker in the experimental devices, its position should have
a negligible effect on the form of the solution. This can only happen if the
electric field approaches a small value at the boundary.

The electric field is much better behaved if inelastic processes are in-
cluded in the calculation. Fig. 5 shows the self-consistent solution with a
simple relaxation-time collision operator (Wtk, = fo(k)/1', where fo(k) is a
normalized Maxwellian distribution) with r" = 100 fs. In this case, the shape
of the potential and charge distribution is much cloier to that obtained from
screening theory (Fig. 2). However, this relaxation rate is really too large for
GaAs devices.

A more realistic model of the scattering processes is used in the calcu-
lation of Fig. 6. In this case C was constructed using golden-rule transition
rates for longitudinal optical (LO) and acoustic phonons in GaAs. It is ap-
parent that the phonon scattering is trying to form an accumulation layer on
the left-hand side, but the scattering rate is not large enough to enforce the
screening-theory picture. Such a situation may well occur in structures with
thin barriers and thus whose tunneling rate exceeds the inelastic scattering
rate. However, the present calculation is not yet entirely satisfactory. If the
electric field extended deep into the contact layers, it would certainly affect
the shape of the distribution function which those layers supply to the device
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(by displacing the peak of a Maxwellian distribution, for example). Such
effects would tend to increase the density on the left and decrease it on the
right, which would result in a potential closer to the screening theory result.
Simulations which include a simple model of this effect do indeed show a
marked reduction of the electric field at the boundaries (14].

4. SUMMARY

The quantum effects observed in nanostructures that are close to thermal
equilibrium are quantitatively weak effects, but they can be adequately mod-
eled by elementary quantum theory because theform of the density matrix
in equilibrium, p oc e- PH, assures us that the electrons actually occupy the
eigenstates of the Hamiltonian. The quantum effects can be much larger in
nanoetructures that are driven far from equilibrium, but then we have no
assurance that p is diagonal in the eigenbasis. The inadequacies of pure-state
quantum mechanics become particularly apparent when one tries to include
self-consistency in an analysis of the resonant-tunneling diode. Such an anal-
ysis requires a satisfactory treatment of inelastic processes, which cannot be
obtained in terms of pure quantum states.

A satisfactory treatment of inelastic processes can be formulated at a
kinetic level. When both self-consistency and inelastic scattering are included
in such a model, we find that the shape of the self-consistent potential is
qualitatively changed by modifications to the rate of inelastic scattering.
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ABSTRACT

The self-consistent electrostatic potential of a biased resonant-tunneling diode is examined using a quantum
kinetic theory of open systems. The potential obtained is sensitively dependent upon the assumed magnitude
of inelastic processes within the device and its contacts. If inelastic processes are neglected one finds a solu-
tion with an unphysically large electric field at one boundary, which is also obtained from an analysis using
Schroedinger's equation. Including inelastic processes within the device permits screening of the electric field,
leading to a much more credible potential. Furthermore, if the mean velocity of the electron distributions on
the boundaries is allowed to shift in response to the boundary electric field, the resulting potential profiles
dosely resemble those obtained from simple screening theory.

KEYWORDS

Resonant tunneling; Wigner distribution; kinetic theory; self-consistent potential; phonon scattering.

INTRODUCTION

An understanding of the shape of the energy-band profile is essential to understanding the behavior of any
semiconductor device. There are generally two significant contributions to the band profile. One is the the
inherent band-edge energy due to the local chemical composition (in the case of heterostructure devices) which
will be represented by E,(z), for the conduction-band energy as a function of position x. This is the quantity
which gives rise to band discontinuities in the case of abrupt heterojunctions. The other significant contribution
to the band profile is the self-consistent electrostatic potential due to the macroscopic distributions of mobile
charges and ionized impurities. This contribution will be denoted by qV(z), and is the central focus of the
present work.

The evaluation of the self-consistent potential requires an algorithm for determining the distribution of mobile
carriers given the potential. When the carriers are well described by classical models such as the simple drift-
diffusion equation, the self-consistent calculation is a straightforward application of established semiconductor
modeling techniques. However, when classical transport models are not appropriate, new approaches must
be developed. The resonant-tunneling diode (RTD) (Chang, 1974; Sollner, 1983) is a prominent example
of the latter case. We shall see that the simple models of this device lead to unsatisfactory results for the
self-consistent potential.

ELEMENTARY MODELS

One naturally begins an inquiry into the shape of the self-consistent potential by examining simple models
of the phenomenon. For the present purposes these consist of the Thomas-Fermi screening and Hartree self-
consistent models. We shall see that these models produce very different estimates of the electron distribution
and thus of the self-consistent potential. These models make implicit assumptions about the role of inelastic
processes which are very different, and this is the source of this discrepancy.

Thomas-Fermi Screening Theory

The fundamental approximation made by the Thomas-Fermi theory is that the density of electrons is a local
function of the difference between the band-edge potential and the chemical potential. Strictly speaking the
Thomas-Ferni theory also assumes zero temperature, but the generalization to finite temperatures is well-
known in the context of semiconductor device analysis. In this case the equation describing the potential V(z)
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becomes
- eV 2V =q (N..Fl 2{J~1p - (q V + E fl) - Nd), 1

where N, = 2(m'/2r h2 #)
3/ 2 is the effective density of states, Fj/ 2 is the Fermi-Dirac integral, / is the chemical

potential, and Nd is the density of ionized donors. This is strictly an equilibrium model, but it is typically
applied to nonequilibrium situations in which one can partition the device into regions which are locally
in equilibrium separated by energy barriers in which the electron density is negligible. (Such a model is
appropriate so long as the current density is low.) In the typical diode configuration, one will have two such
regions characterized by chemical potentials lt and M,. The boundary conditions on (1) are derived from the
charge neutrality condition and are q'j,.= (pi. - Ec) - 7j),(NdINc), with it understood that appropriate
values of E,, Nd, and N, be used.

The result of such a screening calculation for a resonant-tunneling diode structure is shown in Fig. 1, ne-
glecting any electron density in the barriers or the quantum well. As one would expect the potential drop
is accomodated by an accumulation layer on the left-hand side of the structure and a depletion layer on the
right-hand side. The electron density implied by the Thomas-Fermi approximation is shown by the solid line.
It displays an unphysical cusp at the edge of the barrier, which is an artifact of the assumption that the
density only depends upon the local potential. In this and all subsequent computations the temperature was
taken to be 300 K.

0.2 r T ' i- ,1,i ,

0 .0 -- -- -- ---- --..
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Fig. 1. Potential and Electron Density from the Thomas-Fermi Model. Also shown
is the electron density obtained by using this poential in Schroedinger's

equation, which does not show an accumulation layer.

Hartree Self-Consistency Using Schroedinger's Equation

Another obvious approach to determining the self-sonsistent potential is to invoke the Hartree method, in
which Schroedinger's equation is solved for each occupied state to obtain the electron distribution, and then V
is obtained by solving Poisson's equation. This approach has of course been quite successful (with appropriate
elaborations) in evaluating the properties of systems in their ground state, or more generally in thermal
equilibrium. It fails when applied to far-from-equilibrium systems, as in the present example of the RTD
under bias.

To observe the origins of this failure, let us carry through the first step of an iteration to self-consistency. We
will take the Thomas-Fermi potential evaluated above and use it in Schroedinger's equation to find the electron
distribution. Because the RTD is an open system, we will make the standard assumption that the system
is unbounded and the electrons are to be found in scattering eigenstates. These are the eigenstates O,(E,z)
incident from the left with unit amplitude and 0,(E, x) incident from the right. In the present work they
are obtained by direct solution of a finite-difference approximation to Schroedinger's equation. Using these
eigenstates we find the total electron density by constructing a density matrix in which the states incident
from the left and right are assumed to be Fermi distributed with their respective chemical potentials:

AX, X') = 1 dE (', dE (2)

E, f -ju)O(E. r)0,*(E, z ) + ) Ev, (E)z'),
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where El, = qVi,+E.(1, r) are the asymptotic band edge energies to the left and right, vl, (E) is the velocity of

an electron of energy E at the respective boundary. Here f is the Fermi-Dirac distribution function integrated
over the transverse momenta:

f(E) N X ( ln(1 + e -05). (3)

The density p(z,x) resulting from this calculation is shown by the dashed line in Fig. 1, and it displays
several interesting features. One is the small peak centered in the quantum well. This is the charge build-

up due to resonant tunneling. Another feature is the asymptotic values of the electron density, lower than
the donor density on the left and slightly higher than the donor density on the right. This is due to the
resonant transmission of a part of the electron distribution incident from the left, which leaves a deficit in
the distribution of reflected electrons on the left, and an excess on the right. These are only artifacts of the
assumption of purely ballistic transport inherent in Schroedinger's equation and will not persist if inelastic
scattering processes are present.

The most important feature of the electron density inferred from Schroedinger's equation is the reduction
in the electron density in the region where Thomas-Fermi theory predicts an accumulation layer (20nm <

z !5 40nm). This decreased density is readily explained: The current density (tkJI) from each scattering
eigenstate is independent of x. As such a state propagates into a region of decreasing potential, its speed of
propagation must increase and thus, to maintain the current constant, its amplitude must decrease.

Where, then, does the increased electron density in the Thomas-Fermi theory come from? It comes from
electron occupation of a greater number of states, rather than from increased amplitude in any given state.
The potential "notch" permits states with nonnegligible amplitude on the left-hand side of the barrier and
with energies below El. These states are connected via tunneling to the propagating states incident from the
right. The discrepancy between the simple models is thus explained: The Thomas-Fermi model assumes that
the notch states are in thermal equilibrium with the left-hand side of the structure while scattering theory
assumes that they are in equilibrium with the right-hand side. In reality the situation will be governed by the
rates of two competing processes: (i) inelastic scattering of electrons from propagating states into the notch
states and (ii) tunneling out of the notch states into the right-hand electrode (Wingreen and Wilkins, 1987).
Again, inelastic processes are the key to obtaining a physically reasonable distribution of electrons.

QUANTUM KINETIC THEORY

A proper description of dissipation cannot be obtained within the framework of elementary quantum mechan-
ics, in which only pure states are comtemplated. The characteristic feature of dissipative processes is that
one cannot determine into which state an electron will scatter, only the probabilies of scattering into a group
of states. Thus, even if the electron is initially in a pure state, it will evolve into a mixed state, and must
be described as such. On the other hand, quantum kinetic theory is expressed in terms of the single-particle
density matrix p(z, x'), or a mathematically equivalent object such as the Wigner distribution function f(q,p).
The time evolution of p or f is described by a kinetic equation, which should include the quantum-interference
effects described by Schroedinger's equation, and may include the effects of inelastic processes such as phonon
scattering. The density matrix is directly obtained by solving this kinetic equation; thus the natural basis
states (the eigenvectors of p) are obtained from the kinetic theory as a result, rather than inserted as an a
priori assumption.

A quantum kinetic theory appropriate for quantum devices such as the RTD has been developed over the
past few years (Frensley, 1987; Mains and Haddad, 1988; Klukadahl et al., 1989). Due to the openness of any
device with respect to electron flow, the theory is most naturally expressed in terms of the Wigner distribution
function f(q,p). The kinetic equation has the form

Of/at = Cf/ih + Cf, (4)

where C is the Liouville superoperator describing the ballistic motion and C is a collision superoperator
including disaipative interactions. The effects of the electrical connections to the device are described by
open-system boundary conditions which are time-irreversible and modify Z so as to render it nonhermitian
(Frenaley, 1987, 1989). These boundary conditions fix the value of f on the inflowing boundaries to be the
equilibrium value given by (3). The kinetic equation without the collision term has been successfully used to
calculate the dc, large-signal transient, and small-signal ac response of the RTD and has also been used to
investigate the effects of phonon scattering in this device (Frensley, 1988).
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The collision superoperator C is potentially a very complex object, but at some level of approximation it must
reduce to the semiclassical form:

C(q, p; q', p') = 6(q - q') [W, - 6(p - p') f dp" W,,, (5)

where W,, is the golden-rule transition rate between plane-wave states p' and p. For the purposes of the
present calculations the three-dimensional dependence of C is projected down into one momentum dimension by
assuming that f factors into a function of the longitudinal momentum multiplied by a Maxwellian distribution
of the transverse momenta, and integrating over the resulting transverse momenta (Frensley, 1988).

The influence of inelastic processes on the self-consistent potential and electron density of the RTD using the
kinetic theory are illustrated in Figs. 2-4. The kinetic equation (4) for steady state was solved self-consistently
with Poisson's equation for the Hartree potential V, using a multidimensional Newton technique. If no collision

term is included, the self-consistent solution is that shown in Fig. 2. The solid line represents the potential.
the dashed line is the resulting electron density, and the dotted line shows the ionized donor distribution. The
problem we first observed in the Schroedinger model is also apparent here: No accumulation layer has formed

on the left side of the barriers and the electron density is in fact depleted. This leads to an upward curving of
the potential on the left side and thus a large electric field at the left-hand boundary. Similar solutions have
been obtained by Kluksdahl, et aL. (1989), and solutions of this sort are certainly unphysical. Because the
boundary in this case is artificial, occuring in contacting layers which are much thicker in the experimental
devices, its position should have a negligible effect on the form of the solution. This can only happen if the
electric field approaches a small value at the boundary.

3
0.2

2

- 0.0 ,

o 1

-" " 0

0 10 20 30 40

Position (nm)

Fig. 2. Potential and Electron Density from a Self-Consistent Wigner-Function
Calculation with No Dissipation. The unphysically large electric field at
the left-hand boundary would also be obtained from solving Schroedinger's
equation self-consistently.

A more plausible potential is obtained if inelastic processes are included in the calculation. Fig. 3 shows

the self-consistent solution using a collision operator constructed from the golden-rule transition rates for
longitudinal optical (LO) and acoustic phonons in GaAs. It is apparent that the phonon scattering is trying
to form an accumulation layer on the left-hand side, but the scattering rate is not large enough to enforce
complete screening. Such a situation may well occur in structures with suficiently thin barriers so that the
tunneling rate exceeds the inelastic scattering rate.
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Fig. 3. Self-Consistent Wigner-Function Calculation Including Scattering by LO
and Acoustic Phonons.
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In steady state current must also be transported through the semiconductor contact layers, and this will
modify the distribution of electrons which impinge upon the active region of the RTD. The simplest approx-
imation is a drifted Fermi distribution, obtained by inserting E = (p - po) 2/2m • into (3) (Ptz, 1989), with

p, = -A.m'VV where p. is the electron mobility. This models the effect of the resistivity of the contacting
layers. Such a drifted distribution function was incorporated in the boundary conditions of the self-consistent
calculations. The effect of such boundary conditions have also been investigated by Mains and Haddad (1988).
The potential and electron density obtained from the present calculations are shown in Fig. 4. The field at the
boundary was taken to extend indefinitely into the contact layers, and the mobility in these layers was taken
to be 5000 cm 2V-s-1. The resulting potential profile is quite similar to that expected from the Thomas-Fermi
theory, with the electric field approaching a small value at each boundary. If only the contact resistivity is
included in the calculation (phonon scattering in the device is neglected) the potential profile qualitatively

resembles that of Fig. 3.
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Fig. 4. Self-Consistent Wigner-Function Calculation Including Phonon Scattering
and Contact Resistivity. The distribution function at the boundary was
taken to be a drifted Fermi distribution with drift velocity determined
self-consistently with the electric field at the boundary.

SUMMARY

The self-consistent potential the RTD is determined by complex interactions between the various processes
which affect the transport of electrons through the device. The models provided by elementary quantum
mechanics do not provide an accurate description of the potential. This must be obtained from some form of
quantum kinetic theory which incorporates realistic models of both the internal dissipation and the contact
resistivity.
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IMPROVED AIxGal 1 xAs/Gal-yInyAs/GaAs STRAINED-LAYER
DOUBLE BARRIER RESONANT TUNNELING STRUCTURE



IMPROVED AIG, _,As/Ga,. lnAslGaAs
STRAINED-LAYER DOUBLE BARRIER
RESONANT TUNNELLING STRUCTURE

Iexing tern,: Sensko.natr devices aW m.telals, Tunnel The sample structure consists of a 5000 A n * (Si, doped to
diodes, Tuallrn. GaUim c-ounds -2 x 101eem1 

3 ) GaAs buffer layer grown on an Si-doped n
GaAs substrate, followed by a l0OAundoped GaAs spacer.

We report the observation of differential negative reaisance 30A undoped Alo,#Gao.,,As, 50A undoped Gao soln0 20 As
in a resonant tunnelling diode which conssts of quantum well, 30. undoped Alo.,,Ga0.,6As barrier and a
A15.,,Ga,,,4 AS barriers and a Ga8.@1n 0 .oAs quantum well.
grown on GaAs subatrate by molecular beam epitasy (MBE) 1000A undoped GaAs cap layer. The entire structure was
at a constant substrate temperature of 55C, for the entire grown at 550°C.
structure. The current peak/valley ratio at resonance is 6 to I The GaAs emitter windows are first patterned by using
at 77K. Our result demonstrates the feasibility of preparing photolithography. After depositing Au/Ni/Ge/Ag/Au films
device-quality MBE AlGa, _As layers at low substrate tan- onto the surface, a lift-off process is used to define the emit-
perature and fabricating quantum devices involving betero- ters. The sample is then alloyed by rapid thermal annealing to
junctions with severe strain, form shallow ohmic contacts (less than 1000A, the thickness

of the undoped cap layer). The collector ohmic contact is also
made to the n' substrate. The device structure is shown in

Since the first demonstration of negative differential resistance Fig. 1.
(NDR) in double barrier (DB) resonant tunnelling (RT) diode Fig. 2 shows the I/V characteristics of a RT diode measuredon a GaAs/AIGal_ As heterojunction material.' consider-on aGa~/AIa, ,s hterjuncionmatrial' cnsier-at room temperature and 77 K. Positive polarity refers to the
able progress has been made in understanding the resonant emitter (at the surface of the sample) being positively biased
tunnelling phenomenon in this material system.

2-
8 Recently, with respect to the collector contact (the n substrate) The

several important applications of the RT phenomenon in a
GaAs/AIGa, _.Aa DB structure have been investigated theo- room temperature characteristics indicate the position of res-alyad/or -.Asxpe stucturealy, in nar inestaed te- onant tunnelling at 1-25 V. The large background current isretically and/or experimentally, including far inkirs-red detec-prblycniutdfo thm-oncnjto.At7K
tion up to 2STHz' oscillations at millimetre-wave probably contributed from thermo-ionic injection. At 77K,
frequencies.' integratin of RT diodes for digital and ana- NDR is clearly observed at the same voltage and the current
logue applications,": and quantum-coupled devices.'"' Most peak/valley ratio increases to 6 : , which is the first reported
recently, because of the advantages in employing a quantum- observation o NDR with an nAs mole fraction as high as
well material with bandgap smaller than that of GaAs emit- 20% in the Gas ,nAs quantum well. The peak-current
ters, several researchers have reported DBRT diodes with voltage position is the same for both room temperature and
AI,Ga, _,As barriers and a pseudomorphic Gut_, n layer 77 K, indicating that the series resistance is not temperature-

a uas barwers"" Thn adamtrgesiclude Gaflexilatye independent. The n emitter is defined by alloying. which leavesas quantum well.""t These advantages include flexibility in
controlling the tunnelling probability and reduction of peak. an undoped GaAs spacer near the first Ala 3sGao.65As barrier.
current voltage, which in turn causes decrease in heat diosi- Although the lowest quantum level in the quantum well lies
pation. Although Ga, In As has a smaller bandgap than close or below the conduction band minimum of GaAs
GaAs, the two materials are not lattice-matched. Both the regions near the Al,, 3sGao.65As barriers, the conductance
bandgap difference and the lattice mismatch between thes near zero bias is nearly zero.
two materials are proportional to the InAs mole fraction. The
pseudomorphic upect of GOa I InAs/GaAs introduces a con- emaner Au/Ge;N, pod
straint called critical layer thickness (of Ga _.,lnrAs)" in the
design of DBRT structures. A Ga,_,In,As quantum well / ,GaAs emitter
thinner than the critical layer thickness can have all the mis-
match accommodated by elastic strain and therefore show
better electrical and optical properties than the thicker layers. D
It is well established that at y - 0-20 the critical layer thick-_ GB srcture
nese for Ga, .1ln.As is about 150A.Ia

A common figure of merit in characterising the RT diodes is I Go As spacer
the current peak/valley ratio at the resonance. In the
AlGa__,As/Ga,_,In.As/GaAs material system, the best
result to date showed a peak/valley ratio of 13 at 77K for
y -0-10 and a ratio of 26 at 1K for y - 0.20." We report in n' GaAs collector
this letter our observation of NDR with improved peak/valley
ratio of 6 for an A 0.,,Ga0 ,6 As/Ga.s 0ono,3oAs strained-layer
RT diode at 77 K. The In concentration is extrapolated from
photoluminescence and Rutherford backscattering measure-
ments. n* GaAs substrate

Epitaxial growth was carried out in a commerml Peek~n-
Elmer 425B MBE system equipped with conventional liquid-
metal gallium, aluminium and indium sources. To reduce
frequency recharges of solid arsenic, and thereby contami- Fig. I Schematic cross-section of a typical stratnrd-layer double harrier
nation of the liquid-metal sources, three arsenic cells were resonant runinelin structure
loaded into the growth chamber. With this measure we found
we were able to make well over 200 growth runs (about The observation of NDR. with a large peak/valley ratio, in

p.5sm per run) without having to break the growth chamber the severely strained Gaosolno.2 As/AA1.3 Ga) 6 ,As/GaAs
vacuum to recharge the arsenic cells. Samples for this work material system promises another degree of freedom in design.
were prepared after the growth chamber had been used for ing quantum devices,'"' such as RT transistors. A higher

about 200 growth runs. One significant finding of this work is electron transverse mobility will benefit the transverse conduc-
that while it is generally not possible to grow good-quality tion in three-terminal devices, and a smaller bandgap in the
AIGa, I-As lalers by MDE at substrate temperatures much Ga, .ln,As quantum well can further hide the ground state.
below 600C,' we found good-quality AI,Ga, _As layers
could be grown at 550C or lower if the layers were 'doped' by
a trace amou- of indium (less than 0- 1%). The indium doping
can be accomplished by an indium flux from a source or by
utilising residu,.I indium left in the growth enamber (the so-
called 'memory effect') due to previous growth runs involving
indium. A detailed account will be published elsewhe e."
Similar indium doping effects have also been observed in
growth of AI 0Ga - As by orpnometallic vapour phase
,-pitnxy (OMVPE). and MBE growth of high-quality
AIGa, _,As layers and HEMTs by antimony doping has been
reported. I

. ZH, I1. D., ANTHONY, J. H.. OUNCAN, W. m, and VANG. C. N.: to be
pbhed ELECTRONICS LETTERS 28th April 1988 Vol. 24 No. 9
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Fig. 2 Cuirrent-voltage chaacteristi(cs of the DORT structure measured
with a curve tracer

a Room temperature
b, .d at 77 K
The zero-bias position for c is shifted to the lower-left corner
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APPENDIX F

OBSERVATION OF NEGATIVE DIFFERENTIAL RESISTANCE
IN AIo.2 Gao.6As/AIo.4Gao.6As/GaAs DOUBLE BARRIER

RESONANT TUNNELING STRUCTURE



OBSERVATION OF NEGATIVE a GaAs-AI 0 2Ga oAs n* graded junction, 200A n*
DIFFERENTIAL RESISTANCE IN AloGaoAS, 50 undoped Al0 Ga ,As barrier. 100A
AI..Ga.. 5AsJAIo. 4 Ga...As/GaAs DOUBLE undoped GaAs quantum well, 501 undoped AI,,4 GaoAs
BARRIER RESONANT TUNNELLING barrier, 200A n* Al. Ga As a Al 1Gao, As GaAs n*

STRUCTURE graded junction, and 50A n" GaAs capping layer. Two
Ga cells are employed for the growth of the abrupt
A.Ga ,As./AI,Ga ,As heterojunctions with two different

Indexing terms: Semkonductor devices and materials. Tunnel- Al concentrations. Two terminal devices are defined by stan-
lin. Diodes dard photolithography and mesa etching. Ohmic contacts are

Negative differential resistance has been observed in t formed by NiGe/Au evaporation and alloying. The positive

current/voltage characteristics or a double barrier resonant bias referred to as a positive voltage is applied to the top

tunnelling structure with Alo. 2Gao. 5As emitters, contact. The 1/1 characteristic of a diode with an area of
Alo.Ga..As barriers and GaAs quantum well for the first 4jtm x 4,pm is shown in Fig. I. At room temperature, see Fig.
time. The NDR becomes clear at low temperatures below Ia, the nonlinear conduction below 200mV indicates a non-
77K, and the current/voltage characteristic is asymmetric, ohmic transport. When the temperature is lowered to 77 K, as
Our results demonstrate that high-quality abrupt GaAs- shown in Fig. lh. the resonant tunnelling appears as a shoul-
AIGa,-.As-AlGal_,As heterojunctions can be of use in der in the I/V characteristics. tlowever, at liquid helium tem-
resonant tunneling structures. perature, see Fig. Ie. NDR is clearly observed. The peak

current levels are 36pA and lOpA for both positive and nega-
tive biases, respectively, and the voltage positions are approx-

Resonant tunnelling (RT) in heterojunctions has been under imately the same. at 600mV. Owing to the unknown contact
investigation since the first reportt on the observation of resistance and self-consistent band bending effect, the voltage
negative differential resistance (NDR) in a double barrier (DB) positions cannot be directly converted to resonant energy
structure. Various two-terminal RT diodes of different levels.
materials systems, grown by molecular beam epitaxy (MBE),
have been demonstrated. Recently, three-terminal operation of
the so-called resonant tunnelling transistor has been pro-
posed.' in which the tunnelling probability of hot electrons
can be modulated by biasing the quantum well base. High
speed switching capability of this unipolar transistor is
expected due to the ultrashort intrinsic tunnelling time. To
confine electrons in the quantum well (as the base of the tun-
nelling transistor) under biasing conditions the bandgap of the
quantum well should be less than that of the collector.* For
GaAs/AI,Ga 1 -As heterostructures, which is the most mature
MBE-grown material system, one way to lower the resonant
level in the quantum well is to employ Ga , -,ln,As. For
example. Ga 3, 41n0. 26As has a bandgap of - I eV, less than
that of GaAs. However, the difficulty of using Gal -,InAs is
in the sample growth technique.3 The increasing lattice-
mismatch between Gal -,Jn,As and GaAs with increasing In
concentration results in dislocations and surface roughness,
which destroy the resonant tunnelling phenomenon. Our
approach is to increase the conduction band energy E, of the
collector and emitter, to be greater than the lowest resonance
level under bias conditions. In this paper, we report the first
observation of NDR in a double barrier RT diode with such
raised emitter structure, which has a GaAs quantum well,
AIGa1 _ ,As barriers (x = 0.4) and AlrGal -,As collector and
emitter (y = 0-2).

The sample is grown on Si doped n -GaAs substrate by
MBE in a Perkin-Elmer 425B system equipped with con-
ventional effusion cells. The sample structure is shown in
Table I. It consists of 5000A ns GaAs buffer layer,

Table I SCHEMATIC DEVICE
STRUCTURE OF DBRT
DIODE, WHERE x = 0-4 AND b
y =02

A

5000 n. GaAs cap
Graded n - AI,Gal -,As to GaAs
200 n

+
. AIGal -,As

50 i AI,Ga -,As spacer
50 i AIGa, _,As barrier
100 i GaAs well
50 i AIGa, _As barrier
50 i AIGa, -,As spacer
200 n +  

AIGa, -,As
Graded n

+  GaAs to AIGal -,As
5000 n 

+  GaAs buffer
Substrate nt GaAs

W-iIULMAN, J. N., and wALDNIS. m.: 'Analysis of second level reson-
ant tunneling diodes and transistors', preprint obtained from JN. Fig. I ItV characteristics ofDBRI'sirucuire
Schulman a Room temperature h 77K c 4 2K
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Assuming a bandgap offset of 60/40, the resonant energy
levels for the above DBRT structure can be calculated by the
global transmission method' to be - 35 meV, - 138 meV, and
- 292 meV above E, of the GaAs quantum well. The E, of the

A10 .2Gao.gAs emitter is approximately 115meV above the
lowest resonant level. The observed NDR is therefore attrib-
uted to a resonant tunnelling through either the second or the
third resonance state. Notice that the third resonance level is
slightly above the E, of the A1o.4Gao,As barriers, therefore,
modulation to the tunnelling current due to the third reson-
ance will be rather weak.

In conclusion, our observation of NDR in the lattice-
matched GaAs/AIGaAs material system demonstrates that the
energy positions of the emitter, collector and the resonant
levels can be tuned in a wide range of energies by using
AlGa, _,As/AI,Ga -,As abrupt heterojunctions. The calcu-
lated energy positions of the resonance states at zero bias
indicates that the electrons injected from the Al. 2Ga..BAs can
only resonantly tunnel into the excited states.
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Dependence of peak current density on impurity doping in double barrier
resonant tunneling structures
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ABSTRACT: We report the design of high peak current density ( _ 10A/cm2 )
double barrier resonant tunneling structures. The effects of ionic impurity to the
peak current and voltage position at resonance are also studied. The observation
of negative differential resistance for structures with heavily doped barriers (1.0 x
1018/cm 3 ) indicates that the resonant tunneling is not totally destroyed by ionic
scattering, although the peak/valley ratio degrades. We discuss the data by self-

consistent Poisson equation and a sequential resonant tunneling model, where the

originally coherent transmission is broadened and damped due to the impurity
scattering.

1. Introduction

Resonant tunneling (RT) structures have been extensively studied since the first

observation of the negative differential resistance (NDR) in the current-voltage (I-
V) characteristics of a double barrier (DB) structure (Chang et al. 1974). Recent

high-frequency measurements (Sollner et al. 1983, and Whitaker et al. 1988) show
that the resonant tunneling has potential applications in high-speed devices. On the

other hand, theoretical investigations are focused on the mechanism responsible for
the NDR, and on modeling the device characteristics. Although NDR is initially

interpreted (Chang et al. 1974) as a result of phase coherent resonant tunneling, the
I-V characteristics usually do not agree with those predicted by such a simple model.
For examplo, at resonance, the calculated peak current and peak/valley current ratio

are larger than those measured. In addition, in a typical DBRT structure, the en-

ergy width of either the impurity scattering (ri,,,,) or the inelastic scattering (rj,) is
usually larger than that of the coherent transmission (I'oh). This implies that the res-
onant tunneling, originated from the interference between electronic wavefunctions,
will tend to be sequential due to scattering.

In this paper, we demonstrate that the current density of DBRT structures can be

comparable to that of bipolar transistors. We also present our experimental data
showing the dependence of the peak current/voltage positions on the doping density

of impurities in the barriers. Although the NDR is not totally destroyed, it degrades
as doping level increases. The peak current also decreases with higher doping. Our

© 1989 lOP Publishing Ltd
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observation is consistent with a sequential tunneling model (see, e.g., Biittiker 1988,
and Jonson et al. 1987), in which the coherent tunneling is partially destroyed by
the phase-breaking scattering, and, as a result, the total tunneling current decreases.

2. High peak current density

The samples showing high peak current density are grown on n+-doped substrates by
molecule beam epitaxy. The typical sample structure consists of a Si-doped 5000 A
GaAs (2.0 x 1018 /cm 3 ) buffer layer, 200 A undoped GaAs at both sides of the DBRT
structure, 30 A undoped A10.4Gao.sAs barriers, and a 70 A undoped GaAs quantum
well. A 5000 A Si-doped GaAs (1.0 X 1017/cm 3) is grown at the top. The diodes

are defined by standard photolithography and lift-off processes, with a device area
of 50prm x 50pum. Ohmic contacts to the substrate and the top n-GaAs are formed
by AuGe/Ag/Au alloying technique. A typical I-V characteristics at 77K is shown
in Figure 1, measured by a curve tracer. The peak current at the second NDR in
the forward bias condition (with the top electrode positively biased) is - 330mA
near 1.6V, which corresponds to a current density of 1.32 x 10A/cm 2, comparable
to that of a bipolar transistor. The peak to valley current ratio is close to 2:1. In the
reverse bias condition, as shown in Figure 1(b), the second resonance appears at 5V
with a peak current of 130 mA. The asymmetrical I-V characteristics comes from the
asymmetrical doping level in the emitter and collector regions. When electrons are
injected from the heavily doped (1 x 10'8 /cm 3 ) region, the DBRT structure suffers less
distortion at resonance compared to the zero bias condition, which implies a higher
peak transmission coefficient at resonance. The coherent transmission coefficient
has a rcoh of - 20meV at the second resonance, relatively larger than that of the
lowest resonance, 1.8meV. Both the heavy doping in the emitter region, and the large
resonance width, resulting from thin barriers, contribute to the larger current density.
Series resistance shifts the resonance voltage, but has little effect to the peak current.

3. Doped barriers: coherent vs. incoherent

Another set of DBRT samples are grown with selective Si-doping in the barriers. The
baseline structure consists of a 5000A n+ GaAs (1 x 1018)buffer layer, 100Ai undoped
GaAs spacers, 80A Alo.4Gao.6As barriers and 80A GaAs quantum well, and a 5000A
n + GaAs cap iayer. Three samples, labeled 1, 2, and 3 are identical except that
the Si-doping d.-sity of the barriers varies from 0, 1 x 10"7/cm 3, and 1 x 1018 /cm 3,
respectively. Diodes are fabricated by the same method as mentioned above. The

area of the devices is 44 Am x 44prm. The apparent current levels at peaks and valleys
and the corresponding voltages, measured by a curve tracer at 77K, are plotted in
Figure 2. The front contacts are biased positively. Near the first resonance, the valley
current and voltage positions can be clearly taken, while for the second resonance,
the large hysteresis makes the measurement of a true valley current difficult. The
resonance voltage shifts to a smaller value as the doping density increases. Both the
peak and valley currents decrease with a higher doping level, and the peak to valley
ratio degrades from 2.5 to 1.4 for the first resonance.

The voltage shift can be explained by the band bending effect. The DBRT structure
will always find itself a self-consistent solution under any bias conditions (Ohnishi
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Fig. 1 The INV characteristics of a thin (30 A) barrier DBRT structure with the front

contact (a) positively biased, and (b) negatively biased, at 77K.
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Fig. 2 The current-voltage positions for devices 1, 2, and 3, where P0, P1, VO, and
V1 are the peaks (P) and valleys (V) of the lowest (0) resonances and the first excited
(1) resonances.
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et al. 1986). The ionized donors in the barriers lower the energy difference between
the emitter Fermi level and the resonant states. Since the DBRT structure is less
distorted at resonance, the peak current should increase (Schulman 1986, and Wolak
et al. 1988) if we ignore the scattering and calculate the tunneling current by the
coherent transmission only. However, our observation is in the opposite direction.

We interpret the doping dependence by the Breit-Wigner scattering formalism (Breit
et al. 1936). In the case of DBRT, both inelastic and elastic scattering could destroy
the phase coherence, and make the tunneling sequential. Although impurity scatter-
ing is elastic, the transverse momentum can not be conserved. Therefore, a heavier
doping level in the barriers introduces more elastic scattering centers, and ri,p in-
creases. The originally sharp (small rcoh) transmission spectrum becomes broadened
due to the scattering, but the total area under each resonance peak is maintained
constant, i.e., the peak transmission decreases while the off-resonance transmission
increases (Stone et al. 1985). This is consistent with our experimental observation,
where both the total current density and the peak/valley current ratio decrease with
increasing doping level. The absolute amplitudes of different time scales determine
whether the conduction is dominated by coherent, sequential, or incoherent tunneling
mechanism. The impurity scattering time in bulk n-type GaAs can be estimated by
r = mp/e, from which r,,P can be obtained by the relation ri,,, = h/-. For a bulk
doping level of 1 x 10 17/cm 3 and 1 x 1018/cm 3 at 77K (Ploog 1981), the corresponding
i,p's are 3.5meV and 8.7meV, greater than roh'S of the first and second resonance,

which are much less than 1meV. However, the attempt frequency, v = v/2W, is still
greater than rh/h, which indicates that the phase coherency is not completely
destroyed before an electron tunnels out of the second barrier, where v is the velocity
of electrons in the resonance state, and W is the width of the quantum well. The
ri, depends mainly on the electron density and electron temperature, and can be
as large as 6- .6meV when a 0 .1ps electron-electron or electron-phonon scattering
time is assumed (Yang et al. 1985). In the extremely incoherent limit, where the
attempt frequency is less than ri,.h/h, no observation of NDR is expected. This
completely incoherent case is a result of an infinitely broad resonance enhancement,
and tie DBRT structure can be considered as resistors put in series. The ratio be-
tween 'ie coherent and incoherent currents is just rwCh/rin.h, where the incoherent
energy width, , includes both the elastic and the inelastic scattering processes.
The origin of the valley current is still not well understood, a measurement of valley
current in the NDR region is further complicated by the hysteresis. Our observation
of the doping dependence suggests that the formation of resonance states comes from
the interference of electron wavefunctions in the DBRT region, since the transmission
is sensitive to the impurity scattering. The location of the impurity is not critical
for this observation due to the long range nature of the impurity scattering, but we
obtain better control over the number of ionic impurities by doping in the barriers
only.

4. Conclusion

In conclusion, we have demonstrated that DBRT structures can have a current den-
sity as high as that of bipolar transistors. We also investigated the dependence on the
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increasing impurity scattering of the I-V characteristics of a series of DBRT struc-
tures. Our observation supports the Breit-Wigner resonant tunneling formalism,
which has been used to help understand the tunneling characteristics. The NDR of
DBRT structures comes from resonant enhancement of the transmission coefficient,
even the enhancement can be broadened and damped by scattering. The attempt
frequency is larger than the incoherent scattering rate in our system, which makes the
observation of NDR still possible. The broadening is large enough such that the peak
current and the peak/valley ratio decrease with increasing impurity scattering, which
is experimentally tuned by changing the doping in the barriers of DBRT structures.
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QUANTITATIVE RESONANT TUNNELING SPECTROSCOPY:
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Quantitative resonant tunneling spectroscopy: Current-voltage
characteristics of precisely characterized resonant tunneling diodes
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(Received 25 October !988: accepte for publication 26 January 1989)

A systematic comparison of precisely characterized resonant tunneling structures is presented.
A self-consistent band bending calculation is used to model the experimentally observed
resonant peak positions. It is found that the peak positions can be accurately modeled if the
nominal characterization parameters are allowed to vary within the measurement accuracy of
the characterization. As a result, it is found that the asymmetries in the current-voltage
characteristics are solely explainable by tunnel barrier thickness fluctuations.

The origin of negative differential resistance in double The four specimens were grown sequentially to ensure a con-
barrier/single quantum well resonant tunneling structures is stant unintentional impurity background.
qualitatively well understood.' However, a full accounting The active resonant tunneling structure is buried under-
of the current-voltage characteristics requires precise phys- neath a series of diagnostic photoluminescence structures.
ical and electrical measurement of the device material prop- Conventional photoluminescence was performed at 4.2 and
erties. We present here a systematic comparison of measure- 300 K. The top quantum well photoluminescence exhibited
ments on precisely characterized resonant tunneling typical full width at half maximum values of 10 meV. Photo-
structures with models of the current-voltage dependence. luminescence of the thick AIGaAs layers was used for deter-

A set of four specimens has been grown by molecular mination of the Al content. The band-gap relation of Casey
beam epitaxy (MBE) to provide devices which vary over and Panish2 was assumed. The doping density of the n+-
seven orders of magnitude in resonant peak current density GaAs layers was determined by standard capacitance-vol-
for the AIGaAs/GaAs/AIGaAs system. This is achieved by tage profiling measurements, and the thicknesses of the tun-
growing nominally identical structures which differ solely in nel barriers and quantum wells were determined by
barrier thickness. Photoluminescence test structures were cross-sectional transmission electron microscopy (TEM).
grown to provide for measurement of the AIGaAs band gap, A summary of these structural parameters for the four sam-
transmission electron microscopy was used to independent- pies studied is shown in Table I.
ly verify the layer thicknesses, and capacitance-voltage pro- Prior to device fabrication, the top diagnostic layers
filing provided an independent determination of the doping were removed by a chemical etch so that contact could be
density. The current-voltage characteristics of these struc- made to the upper n+-GaAs layer. Mesa devices ranging
tures have been measured. A systematic shift ofthe resonant from 1.6X 10- 7 cm- 2 to 4.1 X 10-' cm - 2 were fabricated
peak and a variation of the resonant peak voltage asymmetry by standard photolithography and chemical etching. Bond-
with current density is observed and compared with model- ing pads contacted the upper top AuGeNi alloyed metal oh-
ing results. It is found that a self-consistent band bending mic contact and a similar bottom contact through a
model can accurately predict the voltage peak positions, al- Si3N4/polyimide passivation layer. Static current-voltage
though the structural parameters used are not necessarily characteristics (four-point where necessary) were measured
the "nominal" values, yet values within the error of the char- at 77 K.
acterization measurement. Figure I shows a realistic conduction energy band pro-

The samples used in this study were grown on Si-doped file of the 85 A barrier thickness structure under (a) zero
nf -GaAs conductive substrates using a Riber 2300 MBE and (b) resonant bias. The model from which this figure was
system. The structures consist of a 0.5 /m Si-doped GaAs obtained finds the self-consistent solution of Poisson'.i equa-
buffer and bottom contact layer, a (nominally) 150 A un- tions for the electrostatic potential. The electrons in the con-
doped GaAs spacer layer, an undoped AIGaAs tunnel bar-
rier, an undoped GaAs quantum well, a second undoped
AIGaAs tunnel barrier of nominally identical thickness, an- TABLE 1. Summary of the structural parameters for the four resonant tun-
other 150 A undoped GaAs spacer layer, a 0.5/pm Si-doped neling diode samples and the characterization techniques used.
GaAs top contact, a 0.5 /gm undopecl AIGaAs layer, an uin-GaAs t Aoantmwel, a 0. m undoped AGaAs Barrier RTD QW Al PL QW Contact dopingrn undopec AlGaAs thickness thickness content energy density, cm-3
layer, and a 100 A GaAs cap layer. The entire structure was (TEM) (TEM) (PL, 300 K) (PL, 4.2 K) (CV)
grown at constant temperature at 600 "C (to minimize Si
diffusion) as measured by a short wavelength pyrometer. !!8( ± 5) A 48( ± 5) A 27.7(±0.6) 1.620eV 1.7( ± 0.2)10"

65( ± 5) A 44( ± 5) A 27.7( ± 0.6) 1.613 eV 1.4( ± 0.4) 10'a

'Present address: Department of Metallurgical and Mineral Engineering. 32( ± 5) A 38( ± 5) A 25.0( ±0.6) 1.616eV 2.6( ±0.1)10"
University of Wisconsin at Madison, WI.
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0.2 .2 ....... 0.2- . ".. The experimental resonant peaks are not in very good
0.1 0.1 - agreement with the model calculation; the experimental
0.0 -- 0.0-- peaks appear at 263 and 227 meV for positive and negative

-0.1 " bias polarity, respectively, whereas the model predicts a val-01 -o~ -0.1
S0.ue of 310 meV. (The convention here is that positive bias

i polarity implies electron injection from the top epitaxial con-
-0.3 -0.3 tact.) What is also obvious is the asymmetry of the resonant
-. .0.4 peaks holds for both voltage and current. It is found that this

'? .. . o ... . asymmetry is not consistent for a large sampling of similar
10o "  

. 10 r- devices; the asymmetry ranges from zero to as much as 60
10. 1 017J/ meV in voltage and a factor of 3.3 in current. However, the
1o6 2 o degree of asymmetry is correlated; a larger voltage asymme-

20 40 60 80 0 0 20 40 60 80 try implies a larger current asymmetry.
(a) z (nm) (b) z (rim) To ascertain the degree of asymmetry and variation,

characteristics of a large number of devices from the various
FIG. I. Self-consistent band diagram using Poisson's equations for the elec- epitaxial structures were measured. The resonant voltage
trostatic potential. The electrons in the contacts are treated in a finite tern- peak positions as a function of resonant current density are
perature Thomas-Fermi approximation. The simulation does not include
current flow. The structure is an 85 AAI,Ga, ,As (x = 0.264) barrier/44 shown in Fig. 3 (due to the above-mentioned complication
A GaAs QW/85 , AI, Ga, As (x = 0.264) barrier structure at T= 77 of stabilizing oscillations, measurements from the 30 A bar-
K for (a) no applied bias and (b) resonant bias. The energies of the bound rier were unreliable and are not presented here). The 118 A
states are denoted by a dotted line and the Fermi level by dashed lines, barrier structure data exhibit a clear exponential behavior

over two orders of magnitude, with the positive bias peaks
tacts are treated in a finite-temperature Thomas-Fermi ap- occurring at lower voltages and current densities than the
proximation (i.e., these electrons are assumed to be in local negative bias peaks. The 85 A barrier structure data are not
equilibrium with the Fermi levels established by their re- as clear, exhibiting considerable scatter. The origin of this
spective electrodes). One result of this calculation, illustrat- scatter is not known. Additionally, the data exhibit the in-
ed in Fig. 1(a), is that the band profile near the quantum verse of the 118 A data; the positive bias peaks occur at
well is significantly perturbed by the contact potential of the higher voltages and current densities than the negative bias
n +-undoped junction. This shifts the resonant state upward peaks. Finally, the 65 A barrier structure deviates signifi-
(with respect to the n k-GaAs Fermi level) from that expect- cantly from exponential behavior.
ed from a naive flatband picture. This contact potential thus Examination of the 118 A barrier structure data reveals
shifts the resonant peak position [Fig. I (b) ] considerably; the major cause of the asymmetry, both in current and vol-
the model predicts a resonant voltage at 310 meV, much tage position. Consider a fluctuation in the thickness of one
higher than that predicted by a flatband picture, of the tunnel barriers of a nominal thickness barrier sample.

Figure 2 shows the experimental current-voltage char- This implies a change in the voltage position at which reso-
acteristics of a typical (4pm)2 mesa device of this structure nance occurs, and concurrently a change in the tunneling
at 77 K. Care must be exercised in the spectroscopy of the current. Figure 4 illustrates the 85 A barrier structure with
structures. Current-voltage characteristics of successively parameters varied within the error bars quoted in Table I;
increasing mesa size (same epitaxial structure) progressive- specifically, with the top barrier thickness equal to 80 A, the
ly exhibit the well known plateau structure due to self-bias- bottom barrier thickness equal to 90 A, and the quantum
ing.3 This self-biasing perturbs and is observed to lower the well equal to 48 .A. Figure 4 (a) shows the modified structure
apparent resonant peak position. For accurate spectroscopy, under positive bias (the right-hand side of the figures corre-
this effect must be avoided. sponds to the top ohmic contact), and exhibits a resonant

1.0Xz106 350 ~
5.ZI- 0 O SA- +

"6"

31- a"-

' 0 6A +

S0.0z1i0o - - -- -- A W

. a- 0.
_2.Ozt-S 'l i . .[. . . . - I , , I . I

10 00 t, 55 0 o-20:0O L1 - 10-3 0- to-' 0 too lot to 0 10
4

-0.50 -0.25 0.00 0.25 0.60 Resonant peak current density (A/cm)

Device BiWA (V)

FIG. 3. Resonant peak voltage position vs resonant peak current density for
FIG. 2. Current-voltage characteristics of the 85 A sample for square mesa a large sampling of three different barrier thickness structures. Both posi-
arm of 1.6x 10- ' cm2. Positive voltage corresponds to electron injection tive ( + ) and negative ( - ) voltage polarities are shown for the three
from the top contact. T = 77 K. structures of nominal barrier thickness 65, 85, and I 18 A. T = 77 K.
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0.2 ............ 0.2 tively straightforward if one stays in the regime where the

0.1 -0.1 structure impedance is dominated by the tunnel barriers.
0.0 - - Outside of this regime (e.g., for the 65 A data., the device

0.0 may be affected by an internal series resistance. The resonant
r--. , -o.1 voltage psition for the 65 A data is found to be linear with

current density, and gives a contact resistance of 8.8 X 10-
21 cm2, equal for both positive and negative bias peak posi-

-0.3 -0.3 tions. This resistance can be fully accounted for by the
AuGeNi ohmic metallization used here.

0 20 40 60 80 0 20 40 60 80 We have shown a self-consistent band bending model
(a) z (nm) (b) z (nm) that can accurately predict experimentally observed reso-

nant peak positions, and have compared it with precisely
FIG. 4. Self-consistent band diagrams of a 90 A bottm barrier/48 A quan- characterized resonant tunneling structures. It is found that,

turn well/80 A top barrier structure at resonance. T= 77 K. (a) Positive

bias and (b) negative bias polarities are the same as Fig. 2. to accurately model the resonant voltage peak positions, the
characterization values must be varied within the error bars
of the measurement. Indeed, this technique can be used as an

voltage at 270 meV. In the reverse bias direction [Fig. 4(b) accurate diagnostic of the structure. Asymmetries in the

resonance occurs at 230 meV. These are in excellent agree- electrical characteristics have been shown to be due to fluc-

ment with - xperimentally observed values. Note that larger tuations in the tunnel barrier thicknesses.
current densities correspond to electron injection first We are thankful to R. K. Aldert, R. T. Bate, J. N. Ran-
through the thinner (top) barrier. dall, P. F. Stickney, F. H. Stovall, J. R. Thomason, and C. H.

Figure 3 shows that the inherently thinner top barriers Yang for discussions and technical assistance. This work has
of the 85 A sample are a sample-dependent phenomenon; the been supported by the Office of Naval Research.
118 A data reveal that the top barrier is thicker than the
bottom barrier in the 118 A sample. Likewise, the 65 A sam-
ple appears to have approximately equal barrier thicknesses.
These results imply that Si dopant redistribution, at least in
these samples, is not a complication. Finally, the scatter in
the 85 A data with respect to the 118 and 65 A data may
imply that this sample has larger quantum well thickness 'L. L. Chang L. Esaki, and R. Tsu, Appl. Phys. Lett. 24, 593 (1974).

fluctuations although this cannot be verified without further 2H. C. Casey and M. B. Panish, Heterostructure Lasers (Academic, New
York, 1978), pp. 187-194.

data on Al content and doping fluctuations. 'J. F. Young, B. M. Wood, H. C. Liu. M. Buchanan, D. Landheer, A. ].

The quantitative spectroscopy of these structures is rela- SpringThorpe, and P. Mandeville, Appi. Phys. Lett. 52, 1398 (198).
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Pseudomorphic Bipolar Quantum Resonant-Tunneling
Transistor

ALAN C. SEABAUGH, MEMBER, IEEE, WILLIAM R. FRENSLEY, SENIuR MEMBER, IEEE,

JOHN N. RANDALL, MEMBER, IEEE, MARK A. REED, SENIOR MEMBER, IEEE,
DEWEY L. FARRINGTON, AND RICHARD J. MATYI

Abstract-A bipolar tunneling transistor has been fabricated in which the undoped quantum well forming a two-dimensional (2-
ohmic contact is made to the strained p+ InGaAs quantum well of a D) hole gas; thus, the Fermi level in the RTD and the
double-barrier resonant-tunneling structure. The heterojunction tran- ral p-base ath
sistor consists of an n-GaAs emitter and collector, undoped AlAs tun-
nel barriers, and a pseudomorphk p InGaAs quantum-well base. By the device is controlled by application of base current
making ohmic contact to the p-type quantum well, the hole density in steps, but is also affected by changing the voltage between
the quantum-well base is used to modulate the base potential relative collector and emitter since independent control of the res-
to the emitter and collector terminals. With control of the quantum- onant-tunneling condition is not provided.
well potential, the tunneling current can be modulated by application In the BiQuaRTT, the p-doping is confined to the quan-
of a base-to-emitter potential. This paper details the physical and elec-
trical characteristics of the device. It is found that the base-emitter turn well; 2-D holes therein are used to control the poten-
voltages required to bias the transistor into resonance are well pre- tial between the base and the emitter. In this way the elec-
dicted by a self-consistent calculation of the electrostatic potential. trostatic potential between the quantum well and the

emitter electron reservoir is used to set the tunneling con-

1. INTRODUCTION dition through the first tunnel barrier. This is a fundamen-
tal difference between the BiQuaRTT and RTBT concept.

THERE are physical limits to the minimum size at In the BiQuaRTT, the resonance condition is controlled
stwhich conventional transistors can operate 1], 2]. If by Vb, independently of the collector-to-emitter voltage
still smaller and faster electron devices are to be found, Vj. The large 2-D holes gas density serves to screen the
then new transistor approaches are needed that are not electric field from the quantum well and thereby decreases
subject to the same physical size restrictions. Recently the the modulation of the quantum-well eigenstates by the
Bipolar Quantum Resonant-Tunneling Transistor (Bi- collector-base field (Stark effect). In the BiQuaRTT, neg-
QuaRTT) has been reported [3], [4]. In thi.. three-terminal ative differential resistance (NDR) is not desired in the

resonant-tunneling device, tunneling transport is con- common-emitter transistor characteristics while in the

trolled by varying the potential of the p-type quantum well RTBT the NDR is introduced by design. The double-bar-

in a resonant-tunneling double-barrier (RTD) structure. rier structure in the BiQuaRTT is utilized to produce a

The BiQuaRTT does not circumvent the scaling limita- negative trasconductance in the common-emitter transis-

tions of conventional transistor technology, but it is a pre- tivechraciscswut nethe outt tanse.

cursor to other controlled-tunneling devices that could tor characteristics without negative output conductance.
fcrto otier a onlle -tunicalspeIn devies thaperwe In fact, the collector conductance is relatively small, pro-
function in a smaller physical space. In this paper, we viding dc isolation between the base and collector, which
report the transport properties of an AIAs/InGaAs/AlAs NDR devices conspicuously lack. This is preferred for
pseudomorphic BiQuARTT grown on GaAs. most compressed-function logic circuit applications.

Capasso et al. [5]-[71 have conceived of and demon- Another RTBT device variation has been to place the
strated a resonant-tunneling bipolar transistor (RTBT) that resonant-tunneling double barrier in the emitter of a bi-
has an undoped RTD embedded in the base of an other- polar transistor. Both one [8], [9] and two [10]-[121 dou-
wise conventional heterojunction bipolar transistor. In the ble-barrier structures have been integrated into the de-
RTBT the neutral p-type base layer supplies free holes to vice. In this configuration, the transistor characteristics

are essentially described by the combination of an RTD
Manuscript received April 12, 1989; revised May 30, 1989. This work

was supported by the Defense Advanced Research Projects Agency under connected in series with the emitter of a bipolar transistor.
ARPA Contract 9770400.1304 and was monitored by the Office of Naval
Research.
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300nm n + GaAs 2 x 101 CM-3

200 n-GaA* 5x017

25 GaAs UNDOPED

5 AlAs UNDOPED

5 InGaAs(x-0.23) UNDOPED
5 p+InGaAslx-O.23) lxlOl9

5 InGaAs(x-0.23) UNDOPED

6 AW& UNDOPED

26 GaAs UNDOPED
500 n-GaAs 2x 101

500 n + GaAs 2xl00

n + GaAs SUBSTRATE

Fig. i. Pseudomorphic BiQuaRTT material structure.
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Fig. 2. Pseudomorphic BiQuaRTT energy band profile derived from a self-consistent simulation. The structure is shown in (a) equilibrium and (b) under

bias to bring the emitter electron energy into resonance with the fourth allowed quantum well base state, Vb, = 1.5 V, V_ = 2.5 V, 300 K. The
dashed lines designate the Fermi level position; the dotted lines designate the electron and hole states in the quantum well.

collector layer relative to the quantum well base serves to GaAs emitter region, doped to 5 x 1017 cm - 3 , is utilized
confine the holes in the base at the high base-emitter volt- on top of the quantum-well base, followed by a 300-nm
ages necessary to bring the device into resonance. Mod- n+ contact layer.
erate emitter doping provides a relatively narrow emitter Room-temperature energy band diagrams for the device
electron energy distribution and a low valley current are shown in Fig. 2: (a) in equilibrium and (b) under bias
through the tunneling structure. A lightly doped collector into resonance with Vb, = 1.55 V and V, = 2.0 V. The
layer is used to obtain a low base-collector conductance. n-type GaAs emitter is at left, with the p-type InGaAs

Starting from the substrate, the structure consists of a quantum well base in the center, and the n-GaAs collector
500-nm n + GaAs buffer layer below a 500-nm n-GaAs at the right. P-point AlAs tunnel barriers are assumed.
collector. The RTD base is symmetric about a 5-nm The dashed lines indicate the Fermi level position, while
InGaAs Be-doped layer in the center of the quantum well. the dotted lines indicate the eigenstates for electrons or
InGaAs spacer layers of 5 nm on either side of the 5-nm holes within the well. These profiles are obtained from a
Be-doped layer bring the quantum well width to 15 nm. self-consistent (zero current) solution of Poisson's equa-
This In0 .23Ga0 .77As layer at a total thickness of 15 nm is tion for the electrostatic potential. The free-electron den-
less than the critical layer thickness for dislocation for- sities in the emitter and collector are calculated from the
mation [13] and was chosen this large to ease the doping Fermi distribution for semiclassical electrons. The al-
and contacting requirements. AlAs tunnel barriers of 5- lowed carrier energies in the base are obtained from a so-
nm thickness and 25-nm undoped GaAs spacer layers lution of Schroedinger's equation. The hole density in the
bound the quantum well on either side. The thick undoped base is determincd by integrating the product of the quan-
layers are used in order to provide a neutral base with free tum-well-base 2-D density of states and the Fermi distri-
holes. (Thinner AlAs tunnel barriers should improve the bution in the base over energy.
resonant tunneling characteristics of the device.) A 20-nm From the energy band profiles it can be seen th..t the
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quantum-well contact can be used to reduce the potential 104

energy of the quantum-well electron states to the point
where they are equal with the electron energies in the ' *

emitter. At this value of Vb6 , resonant tunneling across the
base can occur. Further increase in Vb, lowers the reso- . ,
nant energy below the emitter electron energies, and the :1
tunneling current is suppressed. Thus with increasing Vb, 102

a decreased collector current is expected and therefore anegative transconductance [3).z 0,i, "

A non-self-aligned process utilizing conventional pho- -10

tolithography and lift-off metallizations is used to form \ I

the transistor. Contact to the quantum well is achieved by tIo
implantation of Be. The triple Be implant of I X 1015 0 5 10 15 20

cm - 2 at energies of 30, 80, and 160 keV is sufficient to SPUTTERING TIME (min)

convert the 2 x s1 cm n-type surface layer conduc- Fig. 3. SIMS ptofile of the pseudomorphic BiQuaRTT showing concen-convrt he 2X ntyp suracelaye coductration profiles of singly ionized Be and doubly ionized Al.
tivity to p-type. The implantation is activated by rapid
thermal annealing (RTA) at 750"C for 10 s. The im-
planted base region is isolated from the emitter by wet
chemical etching to prevent the turn-on of the lateral base-
emitter p-n junction.

III. CHARACTERIZATION

Anomalous redistribution of Be in MBE-grown GaAs IC

has been previously reported [14], [15]. In the Bi-
QuaRTT, diffusion of Be beyond the quantum well must
be suppressed to ensure independent control of the quan-
tum-well potential. Secondary ion mass spectroscopy
(SIMS) was used to profile the physical concentration of
Be and Al in the BiQuaRTT material structure. The in-
tensity of the Al and Be signals as measured by SIMS is VCE
shown in Fig. 3 and plotted as a function of sputtering (a)
time into the structure. The Be signal appears within the
two Al peaks indicating that the Be has not diffused be-
yond the AlAs tunnel barriers. Further SIMS measure-
ments reveal that the Be remains confined to the quantum
well after RTA and that the implantation of Be extends to
the quantum well. Ic

Hall-effect measurements were made on a bridge test

structure formed on a companion BiQuaRTT wafer with
a 25-nm quantum-well base to verify the existence of free
holes in the quantum-well base. An eight-contact bridge
specimen was formed by mesa etching through the n+ top
layer and the quantum-well base. As with the transistor
fabrication, ohmic contact to the quantum well was pro- VCE
vided by implantation and RTA. Hall-effect measure- (b)
ments (4 K) revealed a positive Hall voltage, indicating Fig. 4. Pseudomorphic BiQuaRTT common-emitter transistor character-

p-type material and thus giving independent confirmation istics at (a) room temperature and (b) 77 K. Emitter area is 9 pm2; base-
of free holes in the base. A mobility of 780 cm2/Vs and to-emitter contact spacing is 7 gm.

a hole density of 4 x 1018 cm- 3 were inferred with simple
geometry and single-carrier assumptions. ages. At 77 K, the emitter resistance is decreased (mobil-

ity enhancement) and the transition to the saturation
IV. TRANSPORT CHARACTERISTICS regions is more abrupt. At larger collector currents, a neg-

Common-emitter transistor characteristics for the pseu- ative output conductance region is apparent. As will be-
domorphic BiQuaRTT of (Fig. 1) are shown in Fig. 4. come apparent, the negative conductance is not due to the
The device shows a gain of approximately 13 at room RTD structure, since it occurs at larger base-emitter volt-
temperature with ; maximum current density of 2.1 x I0 ages than are required for resonant tunneling. (Our ex-
A/cm2 . When the device cools to 77 K, the current den- amination of this negative conductance indicates that it
sity and gain are maintained although at higher base volt- arises from interband scattering in the GaAs or AlAs con-
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duction band.) A large collector-emitter offset voltage is 10-1 I-
also apparent in Fig. 4 and occurs because of the large 10-2 -
series base resistance of the non-self-aligned process. For
low collector-emitter voltage (V - < 1.5 V) and for 10-3

the base currents shown (Fig. 4), the base-coliector junc- 10-4
tion turns on before the base-emitter junction giving rise 300 K ."

to a negative collector current not visible in this quadrant 10-s I "

of the current-voltage characteristics. is10-0 ,
Under base voltage bias, negative transconductance is

not observed; however, this can be understood in terms
of the naterial structure. Referring back to the energy 10- 77 K

band diagram of Fig. 2(b), the first resonance can be pre- 1o-9 -

dicted to occur through the n = 4 quantum well state at
= 1.55 V. Additional resonances can be anticipated 10-10

at 1.73 and 2.13 V through the n = 5 and n = 6 eigen- 10-11

states and beyond. The device was therefore operated with 1.0 1.5 2.0 2.5 3.0 3.5

base voltage steps about this bias point. The resonances BAE-E rE VOLTAGE
Fig. 5. Dependence of collector current on base-to-emitter voltage at V,

are most readily distinguished by measuring the collector = 2.5 V. The dashed line shows the collector current dependence at

current as Vbe is monotonically increased with constant room temperature, while the solid lines show the 77 K result. The deri%-

V, = 2.5 V; see Fig. 5. With increasing Vb,, the potential ative of the collector current with respect to the base-emitter voltage is

energy of the allowed states in the quantum well is low- shown to emphasize the collector current inflections.

ered with respect to the electrons in the emitter. In the
measurement at room temperature (dashed line), no evi- l0- 1

dence of tunneling current modulation is observed. How- 10-2 - FrT
ever, with the device cooled to 77 K, clear inflections in (DASHED LINE)

the collector current are observed. By taking the deriva- 10--

tive of the collector current v,' th respect to the base-em- -
itter voltage (right-hand axis of Fig. 5), we determine the . -
measured base-emitter voltages at resonance to be ap- 1O-5

proximately 1.6, 1.9, and 2.4 V. This is in remarkable Z --
CJ0 10-6 -/ 

SE 

E

agreement with tie resonances expected from the electro- -
static profile, 1.55, 1.73, and 2.13 V. Series resistance 0-7-

pushes the measured inflections out to higher base-emit- 0

ter voltages, which is consistent with these measure- '.o-
ments. The fact that negative transconductance is not ob- lO-9
served implies that inelastic transport processes in this
device are comparable to the resonant-tunneling current. 2.-1.

0.0 1.0 2.0 3.0 4.0
This is due to the low resonant-tunneling current density BASE-EMI'tTER VOLTAGE
resulting from the thick AlAs barriers. Fig. 6. Gummel plot for the BiQuaRTT at room temperature. Emitter area

To understand more fully the transport characteristics is 9 tm 2; base-to-emitter contact spacing is 5 jtm. (Same transistor as

of this device, we measured the dependence of the base Fig. 5 measurement.)

and collector currents on Vb, with the collector-base junc-
tion shorted together; see Fig. 6. Note first that transistor where, in the region of the fit, # << 1. With an ideality
gain is not obtained until the transistor Vb, exceeds 2.4 V. factor of 71 = 2. 'he fitted data are shown by the dashed
Neglecting dynamic transport effects, this is sufficient tine in Fig. 6 where the free parameters become i, = 1.55
voltage to allow transport across the device by thermionic x 10- 7 A and Rb = 830 0. From an independent mea-
emission over the AlAs tunnel barriers. The thick 5-nm surement [16] on this same device, the room-temperature
AlAs barriers appear to inhibit current gain for lesser volt- emitter resistance is found to be 440 0. We therefore ob-
ages. tain a base resistance of 390 0. This measurement of the

The measured base current ib is described by the ideal base resistance is consistent with the expected geometri-
diode relation, ib = i, exp (qVbe,/?7kT), where i, is the cal resistance of the quantum well between the emitter and
junction saturation current, 9 is the ideality factor, and base contacts. For this non-..elf-aligned process, the base-
V,,i is the internal base-to-emitter voltage. The measured to-emitter spacing is 5 tm and accounts for the high base
Vb, is given by Vb, = Vbei - ib[Rb + ( + I )R,] where resistance.
Rb is the base series resistance, R, is the emitter resis- The fit in Fig. 6 is remarkably close for currents ex-
tance, and 0 is the transistor gain. Using these relations, ceeding 0.1 MA. The excess current, occurring be:,, ' 0. 1
the base current characteristics were fit to the equation MA, is insensitive to surface treatment and shows a strong

Vb, = (sIkT/q) In (ib/io) + ib(Rb + R,) temperature dependence (see Fig. 7), characteristic of
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10-2 The superlattice BiQuaRTT utilized 5-nm Al0.4Ga0.6As

10- tunnel barriers compared with tht; 5-nm AlAs barriers de-
scribed in the present device. The AlAs barriers result in

10-4 - 30 -K a reduced resonant-tunneling current density since the

S 202 .10 larger AlAs barrier height reduces the transmission en-
ergy width of the RTD.

1 *-6 -, 151 In the superlattice BiQuaRTT, the emitter and collector
layers of the device are GaAs/Al0.4Gao.6As superlattices.

- .These superlattices act to compress the energy distribu-
10-8- 61 "P -0 -tion of electrons in the emitter and collector by the for-

0mation of minibands. The width of the first miniband is
- * 0 estimated to be approximately 9 meV. This can be ex-

1010 100r" W-it _pected to increase the peak-to-valley ratio of the RTD over
that of bulk emitter and collector layer of the same aver-

o-, ,age composition. It may be possible to obtain negative
0.SE-.MIT. . VOLTAGE transconductance in this structure by tunneling the reso-

Fig. 7. Temperature dependence of the base current with V, = 0 V. The nant tunnelir between the two superlattices.
inset shows the temperature dependence of the base-emitter junction sat- ConsideraJa lattitude for improvement of the pseudo-
uration current with q = 2. (Same transistor as Fig. 5 measurement.) morphic BiQuaRTT exists. The 5-nm AlAs tunnel bar-

riers can be thinned to provide more ideal r-point tunnel

generation through deep centers in the base-emitter tran- barriers with larger resonant-tunneling cutrrent density.
sition region. The 15-nm quantum-well thickness, which was intention-

The temperature dependence of the base current is ally made large to ease the contacting requirements, gives
shown in Fig. 7 (after [17]). The base resistance of the rise to many quantum-well energy levels. This is undesir-
device drops by several hundred ohms as the temperature able for a large negative transconductance device. The
is decreased, presumably due to increasing mobility. If number of quantum-well states is readily reduced by thin-
each of the curves are fit as was done in Fig. 6, it is pos- ning the quantum well. The thinner base will require
sible to obtain the base saturation current io as a function higher quantum-well doping and a self-aligned transistor
of temperature. A plot of the temperature dependence of geometry to minimize the base resistance.
io appears in the inset, from which an activation energy VI. CONCLUSIONS
of 0.86 eV is obtained. This energy is below the 1. 12-eV
energy gap of bulk In0 .23Ga0 .77As. The InGaAs layer is We have demonstrated a pseudomorphic BiQuaRTT in
under biaxial compression, which should increase the which contact is made to a Be-doped quantum well. The
bandgap by 50 to 100 meV [181. The measured activation transport characteristics show evidence of tunneling-cur-
energy of 0.86 eV then suggests that the saturation current rent control by modification of the quantum-well poten-
is determined by generation through mid-gap deep levels. tial. The voltages at which the transistor is biased into
Twice 0.86 eV or 1.72 eV is equal to the total energy resonance are well predicted by a self-consistent numeri-
required to move an electron from the InGaAs valence cal simulation of the electrostatic potential. Measure-
band to the indirect X conduction band minimum of the ments of the temperature dependence of the device trans-
AlAs barriers. By fitting the data in this way, we do not port characteristics indicate that improved device
arrive at the energy for the tunneling transitions; how- performance can be expected with reduced base resistance
ever, these transitions are again apparent in the measured and thinner AlAs tunnel barriers.
data as inflections in the current-voltage characteristics. Note added: The idea of contacting the p-doped quan-

tum well of an RTD to control the tunneling current has
V. DISCUSSION been previously and independently conceived 1191.
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"At any rate, it seems that the laws of
physics present no barrier to reducing
the size of computers until bits are the
size of atoms, and quantum behavior
holds dominant sway".

Richard P. Feynmann, 1985 [11

INTRODUCTION

Recently, resonant-tunneling transistors (RTTs) have been formed by making an
ohmic contact to the quantum well of a resonant-tunneling diode [2-41. These transistors
are of interest because they offer the possibility of greater circuit density, higher speed,
and increased logical function per device over conventional transistor technology. In
addition, they provide a stepping stone to proposed quantum-coupled devices and
circuits [5,6].

Prior investigations of resonant-tunneling transistors have focused on incorporating the
resonant-tunneling diode into the terminals of bipolar [7-11], field-effect [12,13], or hot
electron [14-18] transistors. Figure 1 compares previous resonant-tunneling bipolar
transistor (RTBT) designs with the bipolar quantum resonant-tunneling transistor
(BiQuaRTT) of Reed, et al. [2,3] (center). Each of the energy band diagrams was recal-
culated (by solution of Poisson's equation) from published material descriptions to allow
a direct comparison of the device structures. The npn transistor structure and resonant-
tunneling double-barrier can be seen in each of the energy diagrams. The initial
approaches of Capasso, et al. [7] and Futatsugi, et al. [8] are shown at the top of the
figure. Futatsugi, et al. placed the RTD at the emitter/base junction (Fig. I upper left)
while Capasso, et al. (upper right) put the undoped RTD just inside the p-type base. The
effect in both devices is approximately the same. Since the initial publications, the RTBT

IThis work was supported by the Defense Advanced Research Projects Agency (DoD) under ARPA No.
9770400.1304 and monitored by the Office of Naval Research.



has been fabricated in the InAlAs/InGaAs system lattice-matched to InP. These devices
are shown in the lower half of the figure. Both a single RTD ( lower left) and two RTDs
in series (lower right) have been moved into the emitter of the transistor structure.

Futataugl, et al. Capasso, et al.
2.0 FUJITSU 1986 AT & T 1986

1.0 "T

I _ F utltsugl, . . C s~ . o . . .l .

z

01. 1 O 11 _ 6 1

.1.0 Reed, at al.

TI 1988

-2.0

, I , I i l iIi I.. , 1 I,

Fig. 1. Energy band profile comparison of bipolar resonant-tunneling transistors. The
literature references are, in counterclockwise order starting in the upper right, Capasso, et
al. [7], Futatsugi, et al. [8], Futatsugi, et al. [101, and Capasso, et al. [11], and in the

center, Reed, et al. [2,3]. The top two and center structures are GaAs/AIGaAs materials,
while the lower structures are InGaAs/InA1As materials.

The BiQuaR1l" (center of Fig. 1) differs from previous RTBTs in that the p-
dopants are located within the quantum well. In addition, the resonant-tunneling double-
barrier quantizes the allowed energies at which the electron can transverse the two-di-

mensional base. To increase the emitter injection efficiency, the quantum well base con-
sists of a lower bandgap semiconductor than the emitter. An ohmic contact to the quan-

2



turn well is used to control the potential of the quantum well and therefore the tunneling
current across the base. With base widths of 15 nm or less, the BiQuaRTT could also
exhibit nonequilibrium (ballistic) electron transport [19] not expected in the wide-base
GaAs RTBTs [20].

BiQuaRTT CHARACTERISTICS

Room temperature energy band diagrams for one implementation of a pseudomor-
phic-base BiQuaRTT [4] are shown in Fig. 2.

2 .5 1.0 .

2.0
0.5

1 .5 0 .0
0.0

. -~ -0.50.5 cc
ILU -1.0, , U 0 .0  L

-1.5
-0.5 . 0

-1.0

-2.5-1.5 
i

0 50 100 150 0 50 100 150

POSITION (nm) POSITION (nm)

(a) b)

Fig. 2. Pseudomorphic BiQuaRTT energy band profile. The structure is shown in (a)
equilibrium and (b) under bias to bring the emitter electron energy into resonance with the
fourth allowed quantum well base state,Vbe=1.5V, Vce=2.5V, 300 K. The dashed lines
designate the Fermi-level position; the dotted lines designate the electron and hole states
in the quantum well.

The n-type GaAs emitter is at left, with the p-type InGaAs quantum well base in the
center, and the n- GaAs collector at the right. Gamma-point AlAs tunnel barriers are as-
sumed. These profiles are obtained from a self-consistent (zero current) solution of
Poisson's equation for the electrostatic potential. The free-electron densities in the emitter
and collector are calculated from the Fermi distribution for semiclassical electrons. The
allowed carrier energies in the base are obtained from a solution of Schroedinger's equa-
tion. The hole density in the base is determined by integrating the product of the quan-
tum-well-base 2-d density-of-states and the Fermi distribution in the base over energy.



Growth of the structure begins with a 500 nm n+ GaAs buffer layer followed by a
500 nm n- GaAs collector. The RTD base is symmetric about a 5 nm InGaAs Be-doped
layer in the center of the quantum well. InGaAs spacer layers of 5 nm on either side of
the 5 nm Be-doped layer bring the quantum well width to 15 nm. AlAs tunnel barriers of
5 nm thickness and 25 rim undoped GaAs spacer layers bound the quantum well on either
side. A 200 nm GaAs emitter region, doped to 5 x 1017 cm-3, is grown above the quan-
tum-well base, followed by a 300 nm n+ contact layer.

From the energy band profiles (Fig. 2), it can be seen that the quantum well contact
can be used to reduce the potential energy of the quantum well electron states. The
transmission probability for electron transport across the base will then depend on the
alignment of the emitter electron distribution and the allow quantum well base states.
Thus with monotonically increasing Vbe, collector current increases, then decreases
(negative transconductance), then increases again, and so on through the higher order
states.

p+ mqllt B E B

Fig. 3. Transistor cross section.

A non-self-aligned fabrication process utilizing conventional photolithography and
lift-off metallizations is used to form the transistor, Fig. 3. Contact to the quantum well
is achieved by implantation of Be. The triple Be-implant of 1 x 1015 cm-2 at energies of
30, 80, and 160keV is sufficient to convert the 2 x 1018 cm-3 n-type surface layer
conductivity to p-type. The implantation is activated by rapid thermal annealing (RTA) at
750*C for 10 seconds. The implanted base region is isolated from the emitter by wet
chemical etching to prevent the turn-on of the lateral base-emitter p-n junction.

Common-emitter transistor characteristics for the pseudomorphic BiQuaRTT[4]
show a room temperature gain of approximately 13. Evidence for resonant-tunneling is
observed in the measured dependence of collector current on Vbe (Fig. 4).
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Fig. 4. Dependence of collector current on base-to-emitter voltage at Vce=2.5 V. The
dashed line shows the collector current dependence at room temperature, while the solid
lines show the 77 K result. The derivative of the collector current with respect to the
base-emitter voltage is shown to emphasize the collector current inflections.

The right hand axis shows the derivative of the collector current with respect to Vbe
from which we observe clear inflections in the collector current for Vbe = 1.6, 1.9, and
2.4 V. This is in agreement with the resonance voltage predicted from the electrostatic
band profiles of 1.55, 1.73, and 2.13 V. When the base series resistance is accounted
for, the agreement is still better. Negative transconductance is typically observed in reso-
nant-tunneling transistors. The fact that negative transconductance is not observed in this
device implies that inelastic transport processes in this device are comparable to the reso-
nant-tunneling current. This is probably due to the low resonant-tunneling current-den-
sity which occurs through the thick AlAs barriers.

Another embodiment of the BiQuaRTT [3] utilizes a superlattice emitter and collec-
tor to provide an effectively wider bandgap emitter than the GaAs quantum well. The en-
ergy band diagram for this device is shown in Fig. 5(, '.ie structure consists of a 1 gm
undoped GaAs buffer, Si-doped GaAs contact layers of 2 x 1018 cm-3 (1.5 i bottom
contact, 0.5 gm top contact), a superlattice emitter and collector consisting of 50 periods
of 8 nm AlGaAs + 2 nm AI0.4Ga0.6As Si doped to 2 x 1018 cm -3 except for three periods
adjacent to the tunnel barriers, 5 nm undoped Al0.4Ga0.6As tunnel barriers,and a 15 nm
p-type quantum well. The center 5 nm of the quantum well was doped p-type with Be to
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1 x 1019 cm-3 .The room-temperature common-emitter transistor characteristics for this
device show typical current gain of 50. Under base voltage bias the device exhibits room
temperature negative transconductance as shown in Fig. 5(b).

0.2

-0.2- _

t -0.4-L.

1.4-

-1.6

0 20 40 60 80 100 120 140
x(nm)

Fig. 5. (a) Room temperature energy band profile for the superlattice BiQuaRTT
with Vbe=1.42 and Vce= 0.3 V. The superlattice potential is not computed, rather an av-
erage uniform Al mole fraction (x--0.07) in the emitter and collector is used as an approx-
ination.

8
5
4

IC6

3
2

VCE

Fig 5. (b) Room-temperature common-emitter characteristics with base voltage
steps. Numbers point to the collector current and show the increase, then decrease, then
increase in collector current with a monotonically increasing base voltage.
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In addition to increasing the effective bandgap of the emitter and collector layers
over that of GaAs, the superlattices also act to compress the energy distribution of elec-
trons in the emitter and collector by the formation of minibands. The width of the first
miniband is estimated to be approximately 9 meV. The effects of these superlattice injec-
tors and collectors are currently under investigation.

The QuESTT

A unipolar resonant-tunneling transistor has been independently conceived by
Frensley and Reed [211, Schulman and Waldner [22], and Haddad et al. [23]. In our
laboratory, this resonant-tunneling hot electron transistor (RHET) is known as the
QuESTT or Quantum Excited-State Tunneling Transistor. A representative energy band
profile for the device is shown in Fig. 6.

0.2 ......

0.1

RESONANT
o 0.0 TUNNELING

Z

-0.1 - _-

-0.2

EMITTER BAS COLLECTOR,]

0 10 20 30 40 50 60 70 80
X (nm)

Fig. 6. Energy band profile for the QuESTT utilizing GaAs emitter and collector
layers, AlGaAs tunnel barriers, and an InGaAs quantum well.

Without base doping it is possible to bandgap engineer a structure such that the quantum
well ground state is occupied and confined. Electrical contact is then made to this ground
state. Transport across the device occurs through the first excited state while the charge
in the ground state is used to control the resonant-tunneling condition. Evidence that this
device concept will be realized in the near future has been provided by Heiblum, et al.
[241 who observe transport through the excited states in their THETA devices for base
quantum well widths in the range 29-72 nm.

This device is of interest because it does not contain the large p-n junction depletion lay-
ers which introduce an additional delay in the transit time of electrons across the device.
The depletion layers also limit the ultimate scalability of the transistor in the vertical direc-
tion. In addition the device provides an important test vehicle for investigating charge

7



transport through quantum well states and means for controlling the transfer of charge
into and out of quantum wells.

APPLICATIONS

The use of resonant-tunneling for compressing the function of many transistors
into a single transistor stage is well established [15, 17, 25, 26]. This reduces the num-
ber of interconnects between devices and the wiring delay, thereby increasing speed.
Demonstrated circuits include an exclusive-NOR [ 15], a flip flop [25], and a four bit par-
ity generator [26]. If the resonant-tunneling transistor stage can be realized in a compact
structure offering ballistic transport, computational speed is gained by both reducing the
number of logical elements and by increasing the device speed.

Resonant-tunneling transistors have recently been fabricated with reduced parasitics
for microwave characterization. Imamura, et al. [27] have reported an fT = 63 GHz and
:max =44 GHz in an InGaAs/InAlAs RHET device characterized at 77K. Lunardi, et al.
[281 report room temperature results from an InGaAs/InAlAs RTBT finding an fT in the
tunneling mode of between 12 and 18 GHz. Analog multipliers using these devices have
also been demonstrated [15, 26, 28, 29]. High frequency performances will undoubt-
edly increase in the coming years with improvements in device fabrication and layout.

CONCLUDING REMARKS

We have demonstrated bipolar resonant-tunneling transistors and proposed unipolar
transistors which are formed by making direct contact to the quantum well of a resonant-
tunneling diode structure. Experimental and theoretical fforts are now underway to un-
derstand the performance limits of these devices. Base resistance is a potentially signifi-
cant limitation in these devices, however techniques for heavy doping continue to ad-
vance [30,31]. Both digital and microwave applications for these devices have been
enumerated. In addition to the more conventional uses of the RT, it is important to
explore other means for interconnecting these devices to produce useful circuit functions.
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Implant and annealed ohmic contact to a thin quantum well
C. H. Yang, a) D. L. Plumton, R. Lodenkamper, and H. D. Shih
Texas Instruments Inc., Central Research Laboratories, P. 0. Box 65936. MS 154, Dallas, Texas 75265

(Received 30 May 1989; accepted for publication 4 August 1989)

We demonstrate for the first time that ion implantation and implant activation annealing,
combined with a heavily doped InGaAs surface layer, can be used to make nonalloying
shallow ohmic contact to an n-type InGaAs (or GaAs) quantum well. Quantum Hall effect
and Shubnikov-de Haas oscillations are clearly observed, which indicates that electrons in the
quantum well remain two dimensional despite the post-implantation high-temperature
annealing. This technique can be applied to devices that would need to make shallow ohmic
contact to a thin (- 100 A or less) quantum well, where existing selective etching approaches
fail to work.

Recent development of semiconductor crystal growth an alternative to make ohmic contacts to a quantum well.
technologies, such as molecular beam epitaxy' (MBE), A typical sample structure is shown in Fig. 1 (b). It is
makes possible the growth of artificial heterostructures grown on a (100) semi-insulating GaAs substrate by MBE.
where materials can be altered within a few monolayers. The structure consists of a I pm undop d GaAs buffer, a 50
Such sample preparation technologies have important de- A n (.OX 10'8 /cm 3 ) GaAs, a 100 A n' (-4.Ox 10'"/
vice applications. For example, a quantum well high elec- cm3 ) In .15 Gaos5 As, a 50 A n' (1.OX 108 /cm') GaAs, a
tron mobility transistor (HEMT) with a pseudomorphic 1000 A undox.d GaAs, and a 500 A graded junction to
material system has shown to have the highest current-gain In045 Gaos As (heavily doped, more than 1.0 x 10' 9/cm 3 )
cutoff frequency.2 In addition, using a quantum well base is as the surface nonalloying contact layer. The specific contact
of crucial importance to the implementation of a family of resistance before implantation derived from a plot of the
unipolar tunneling transistors, 3- where a dc current gain measured resistance versus the spacings of contact pads
greater than I has been demonstrated in both GaAs/ (transmission line method' 5 ) is - 1.0 X 10-6 fl cm2 . For
AlGaAs and InGaAs/InAIAs/InP material systems.9  low-temperature magnetoresistance measurements, the
However, there is difficulty in making shallow electrical samples are fabricated into Hall bars (see Fig. 1 (a) 1. First,
contact to a thin quantum well. Although a self-limiting the contact regions are implanted (Si 29, dose 1.0X 1014/
etching process can stop at the quantum-well interface, ma- cm 2). Before implantation, a thin layer of Si 3N4 is used to
terials within the first 100 A or so would be consumed.'" protect the semiconductor and avoid channeling of Si atoms.
Furthermore, subsequent alloying forms spikes" that could During post-implantation high-temperature (850 °C) an-
penetrate through the quantum well and electrically short nealing, a new layer of Si 3N4 is then deposited as an anneal-
the surface electrode to the substrate. Thus, the thickness of ing cap. Metal contact layers are deposited by evaporation
the quantum well in such vertical tunneling devices cannot for external contacts, e.g., 100 A Ti, 500 A Pt, followed by
be narrower than 250-300 A. 12 This range of thickness is 3000 A Au. Hall bar geometry is finally defined by using
greater than that needed to show a significant change in the standard photolithography and wet chemical etching tech-
device transport characteristics. 3 In the case of GaAs or niques.
InGaAs quantum wells, to make the separation between the
lowest subbands comparable to or greater than the energy
spread of incoming electrons or thermal spread at 300 K, the
base width should be at least on the order of 100 A. I Ti_/_P_/_Au

Our approach to solve this problem is to use low-energy + IlnGaAs non-alloying contact

ion implantation and nonalloying n + -InGaAs contacts. v n++ graded junction

Low-energy Si implantation can selectively dope the semi- i GaM spacer

conductor and reach the quantum well with controlled pene- .1
tration depth from the surface, which eliminates the necessi - x n Ga s

ty of etching down to the quantum well. The nonalloying n InGaAs quantum well
contact ' 4 at the surface allows electrical connection without GaAs

forming sharp metallurgical spikes. In this letter, we present
magnetoresistance data and demonstrate for the first time , GaAs buffer

that electrons in a quantum well are still two dimensional (a)
after post-implantation high-temperature annealing. The (b)

fact that the ohmic behavior persists from 300 K to liquid- FIG. I. (a) Schematic of top view of the Hall bar geometry, defined by wet
helium temperature also indicates that this approach can be mesa etching. The dashed region is first implanted, annealed, and thn de-

posited with Ti/Pt/Au. For magnetoresistance measurements, test current
( I /A) is passed through the end contacts, while the transverse and longitu-
dinal voltages are measured at the other pins as shown. (b) The schematic

Present address: University of Maryland, Electncal Engineering Depart- of th! sample structure where lnGaAs quantum well is sandwiched by
ment. College Park. MD 20742. doped GaAs layers.



102 . . .O..1.0x 10' 9/cm 3 , L.OX 10"/cm3 , and 1.Ox 107/cm 3 , is fabri-
" 1 cated. Without implantation and annealing procedures, only

1o019. the one with heavily doped surface layer ( 1.0XI 0' 9/cm')

101 Nitride shows nonalloying ohmic conduction between metal pads of
Nitride the Hall bar at various temperatures, while the others are

0 Cap Quantum nonohmic at room temperature and become nonconducting

- t/ near zero voltage at low temperatures. The results indicate
othat nonalloying ohmic behavior comes from heavy doping

10o of the surface In, 4 Gao 5 As, and the surface Fermi level is
0.0 0.5 still pinned below the conduction-band minimum. is

Implantation Depth (,m) To demonstrate that the electrons are two dimensional
FIG. 2. Calculated implantation profile using the approximation discussed after high-temperature annealing, we performed magnetore-

in Ref. 16. The short vertical segments indicate the positions of heterointer- sistance measurements. " The magnetoresistance versus
faces (see Fig. I (b) 1. The surface of the samples during implantation is magnetic field B from 0 to 9 T at 4.2 K is plotted in Fig. 4,
covered by a thin layer (400 A) of silicon nitride, where the field direction is perpendicular to the quantum

well plane. There is no dependence when the magnetic field
is parallel to the surface, indicating that the electrons are two

The implantation energy (100 keV) and dose dimensional. Thep., shows Shubnikov-de Haas (SdH) os-
(1.0 X 1014/cm 3 ) are chosen such that the donor density at cillations, while thepY displays the quantum Hall effect at a
the quantum well is _ 1.OX 1017/cm 3 . The implantation strong field and is linearly proportional to the magnetic field
profile calculated by using the results of Anholt et al. 6 is at low fields. The slope of the Hall measurement at low fields
shown in Fig. 2. Rapid thermal annealing with a two-step corresponds to an electron density of 1.76 X 10' 2/cm 2 . From
heating procedure (700 *C for 2 min followed by 850 *C for the oscillation period in I/B of p., we determine a two-
l0s) is used.' 7 Although the annealing procedure may not dimensional electron density of 1.45x 10 2/cm 2 . The dis-
be optimized to maximize the activation percentage and crepancy is a result of a parallel conduction from the surface
minimize the interdiffusion of As and In, it serves the pur- n + -Ino0 1 Gao 85 As. Also shown in Fig. 4 (dashed line) is
pose of demonstrating our new approach. the expected classical Hall resistance when a density of

In the following, we present current-voltage (I- V) char- 1.45 X 10 2/cm 2 is assumed. The quantum Hall plateaus
acteristics to show that the In 0,,GaosAs quantum well therefore occur with their Hall resistances less than h Ive2 .
electrons are still two dimensional after high-temperature The two-dimensional electron mobility is estimated as 1300
annealing. (Similar features discussed below are also ob- cm2/V s from p. at zero magnetic field, shown in Fig. 4.
served in a set of samples with an Ino. Gao,8 As quantum In conclusion, we have demonstrated that electrons in a
well sandwiched by doped Al0o Ga,)6 As layers.) Figure 3 100 A, quantum well retain their two-dimensional density of
shows the I- V characteristic between two arbitrary pins of a states characteristics after high-temperature annealing pro-
Hall bar at 4.2 K. The linearity of the result indicates that the cedures. This finding, together with the n ' -InGaAs nonal-
electrical contact is ohmic even at 4.2 K. The ohmic conduc- loying surface layer on top of GaAs, is shown to be a new
tion is in fact observed between any pair of contacts on the approach in making shallow ohmic contact to a quantum
Hall bar. well. Our results thus have important device applications, in

To test that the conduction is from (two-dimensional) particular, to those with the need to electrically contact a
electrons in the In. , Gaos 5 As quantum well, a series of
three samples with a decreasing surface doping level,

-10

/--e
3

1o

8 -'3

0 1 2 3 4 5 a 7 8 9

Tesla

FIG. 4. Magnetoresistance of a Hall bar at 4.2 K. Both p,, and p., are
measured with the magnetic field parallel to the sample growth direction.
The dashed line is the calculated classical Hall resistance for a single layer of
two-dimensional electron gas, assuming that the carrier density is the same

FIG. 3. 1- Vcharacteristics of two contacts on a Hall bar fabricated by using as that inferred from SdH oscillations. Filling factors v of 12, 10, and 8 are
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New field-effect resonant tunneling transistor: Observation of oscillatory
transconductance

C. H. Yang,* ) , Y. C. Kao, and H. D. Shih
Texas Instruments Inc., Central Research Laboratories. P.O. Box 655936. MS 154 Dallas, Texas 75243

(Received 3 July 1989; accepted for publication 23 October 1989)

We present device characteristics of a field-effect, unipolar, resonant tunneling transistor. An
oscillatory tunneling current in the transfer characteristics is observed for the first time. Our
observation confirms a recent hypothesis that a mere three-to-two dimensional resonant
tunneling can occur when the scattering rate is less than the attempt frequency of tunneling
electrons in the quantum well.

Resonant tunneling (RT) phenomena in heterostruc- GaAs buffer, a 8000 A undoped Al0 .3 Ga0o63 As, a 200 A n
tures grown by molecular beam epitaxy (MBE) have at- (0 X 10' /cm 3 ) GaAs QW, a 30 A undoped Al, 37 Ga 63 As
tracted much interest recently.' This in part is because the barrier, a 70 A undoped GaAs, a 30 A undoped
system provides a vehicle for studying microscopic tunnel- A6o37 Gao63 As barrier, a 1500 A n + GaAs ( l 1018 /cm 3 ),
ing mechanisms. In addition, RT can be useful in high-speed and a 500 A graded nonalloying n + -In, .

4 Ga0 , As capping
device applications. For example, a GaAs/AlGaAs-based layer. The devices are defined by standard photolithogra-
double-barrier (DB) diode oscillator has been shown to phy. Silicon implantation is used to make shallow ohmic
operate up to 400 GHz.2 For applications in circuits, a three- contacts to define the drain region. Previously, we have
terminal device is often preferred. Among the few tunneling shown7 that after high-temperature (850 °C) annealing, the
transistors studied,3 the Stark-effect transistor4 (SET) is of electrons in the 240 A QW are still two dimensional, and the
particular interest. The idea is that the tunneling probability n +-In 45 Ga sAs nonalloying contact remains ohmic at
of electrons from bulk to a two-dimensional quantum well
(QW) could be resonantly enhanced due to energy and mo-
mentum conservation. As a result, the tunneling conduc-
tance of a SET would show peaks in the transfer characteris- Drain soure InGaAs

tics. Recently, Beltramn et al. reported' the observation of FT j P A7j ront Gate FT1R/Au
negative differential resistance (NDR) and negative trans- \ t / nG
conductance in a structure similar to SET with a single tun- Ii-----
neling barrier. Their interpretation was based on the as-
sumption that electrons, after they tunnel through the .nO+ GaMa OW 4-
barrier, can flow along the 120 A undoped QW to the drain. & si 2.u u E E

However, the surface Fermi level pinning of GaAs would
completely deplete the exposed GaAs QW in dark at 7 K, n+ Gaf sutr
and the large testing voltage suggests an alternative explana-
tion.6  1i/Pt/Au

In this letter, we report the fabrication and device char- (a) Back Gate
acteristics of a field-effect resonant tunneling transistor. The
structure is similar to that of a SET, but now the t'mneling
barrier consists of a DB RT structure. The DB RT structure -200o 3ooK VFG =OV

serves as an energy filter, where the electron energy spread is
on the order of meV. As will be shown below, the tunneling
current between source (bulk) and drain (2D QW) oscil-
lates in the transfer characteristics, due to resonance effects.

We implement this three-terminal device concept by a
four-terminal structure: the terminals are source, drain,
front gate, and back gate. Figure 1(a) shows the device -

structure and the energy-band diagram. Since the qualitative
characteristics of interest are not sensitive to the exact struc- 0
ture, we will only present data taken from the structure 0 0.5

shown in Fig. l(a).Thestructure, grownonann + substrate (b) VD ( V
by molecular beam epitaxy, consists of a 2 /Am undoped

FIG. I. (a) Schematic cross section of a resonant tunneling transistor struc-
lure (not to scale). The area enclosed by a dashed line is Si implanted. The
3D-2D tunneling (see context) process is indicated by the hollow arrow.
while the solid arrow represents the current path in the GaAs QW. (b)I- V

Present address: Electrical Engineering Denartment. Universitv of Marv. characteristics of source. drain, and front gate. V,_ is kept at 10 V (source



low temperatures. After source and drain are defined (Ti/ - 700 700

Pt/Au evaporation and lift-off), the surface Ino 45 Gao.5 As is
and part of the n+-GaAs are removed by etching. A
Schottky gate (Ti/Pt/Au evaporation) is finally defined as
the front gate, while the heavily doped substrate performs as V
the back gate. The device characteristics of source, drain, )
and front gate therefore behave as a typical metal-semicon- -IV
ductor field-effect transistor (MESFET), as shown in Fig. t

1 (b). The front Schottky gate can deplete the region under- 0
neath, and hence the conduction between source and drain. 70 -70
The thickness of n + -G a A s under front gate is therefore esti- 0 25
mated to be close to the n '-GaAs depletion length, which is (a) VBG ( V
about 400 A.

The operating principle is explained in Fig. 2, where the -700 700

schematic energy-band diagrams are plotted under various77
bias conditions. We limit the bias at drain VD (source is " = sv .

common) to a small positive value, in order to (1) make <

electrons flow from source to drain, (2) minimize the elec- C
tric field in the direction parallel to the QW, and (3) avoid =
hot-electron energy relaxation problems. Figures 2(b) and
2(d) are the cases where RT might occur, and 2(a) and 2(c) . 3V
are for conditions that tunneling is tuned off-resonance. The 0B G 0FG

smooth rising background is partially due to the increasing 700 0

conductivity of the QW as in the case of FETs, and multiple 0.3 0 -1.5

peaks in transconductance are expected if multiple RT states (b) VFG ( V
in the QW are engaged.

The aforementioned oscillatory features in transfer _200_200

characteristics have been observed in our field-effect tunnel- 0 42K E2

ing transistor at 77 and 4.2 K. As shown in Fig. 3(a), the - E1 !I

source current I, (and drain current I), measured at a -!t-

Ia E2 -- 0.1V F G -0.4V 6

Sour c. _ 0

ack 0
1
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Sor- FIG. 3. (a) , Io, 1,4, lso of the tunneling transistor as a function of Va ,,E0 [--t atBack V BG while Vro is 0, - 0.5. and - I V, and V. is 0.1 V. (b) Is, I1D, rG, I1

Drain Gat of the tunneling transistor as a function of VrG, and VD is 0.1 V. (c) I.',

20, 4 FG, 19G ofthe tunneling transistor as a function of V,.,, while Vv is
(C)-,u : _I /3 0.2 V and VFG is swept from 0.2 to - 0.4 V at steps of 0.3 V.

Sourc _ElJ

/Back VBG

Drain Gale

fixed VD of 0.1 V, oscillates when VRG varies from 0 to 15 V.
(d) flfl-f--.: This observation of oscillatory tunneling current is different

Sourcej h El from that of any other three-terminal devices showing nega-
Sour l tive transconductance' in that our device displays multiple

EO v BG current peaks and such negative transconductance charac-

Drain Back teristic is observable in a wide range of source-drain bias. In
particular, the characteristics remain the same near zero VD.
On the other hand. when VFGo is employed, in contrast to the

FIG. 2. Proposed transfer characteristics I vs Vo are plotted when VD O f the a ck ae , (n is graduallytre

(source is common) is fixed at a small bias, and V,,: (a) is slightly above ce w he bac gate, s show i g. re-

zero; (b) aligns incoming energy approximately to EO; (c) aligns incoming duced when VFG is more negative, as shown in Fig. 3(b).
energy in between E,, and E,; (d) aligns incoming energy approximately to The feature, that when VFG is in control the transconduc-
E,. tance shows only a single peak and remains positive, is in



agreement with the characteristics of a typical MESFET. Our finding has important implications in understand-
There is a small amount of leakage current through the front ing the negative differential resistance characteristics of DB
gate and through the back gate under bias at 77 K, but both RT. While the original Esaki's coherent tunneling picture''
are much less than I, or I, . That Is and I, are almost is challenged by discrepancies when comparing predictions
identical in amplitude and differ only by sign, indicates that of I- V curves with experimental results, the phenomenologi-
the signal comes from the current path between source and cal Breit-Wigner formalism9' offers a qualitative interpre-
drain. tation but fail to explain the microscopic details. Our finding

The oscillatory features shown in Fig. 3(a) become suggests a partially coherent, partially incoherent tunneling
sharper at lower temperatures. Figure 3(c) plots the transfer proce:ss. Electrons, while bouncing back and forth in the
characteristics, using back gate at 4.2 K. As many as three QW, can tunnel through the second barrier'2 ' '3 before the
current peaks are observed. The transfer characteristics us- Fabry-Perot talon type of interference is completely set up.
ing front gate is qualitatively unchanged, and the leakage However, resonance effects can still be observed as long as
currents through front gate and through the back gate are the scattering rate is less than the attempt frequency.
simply further reduced. Notice that V, is kept small (0.2 V We thank R. T. Bate for encouragement, and excellent
compared to V,, (few volts), and the distance betwet;. technical suppurt from M. McCain, J. R. Thomason, and F.
source and drain (10pum) is longer than that between source H. Stovall. We owe special thanks to R. Hudgens. B. Kim,
and back gate (2.8 pim). The electric field underneath the D. L. Plumton, J. N. Randall, P. Saunier, J.-Y Yang, and
source pad is therefore approximately perpendicular to the M.-J. Yang for their suggestions at various stages. This work
barrier, and the complications in analysis due to large V, is supported in part by the Office of Naval Research and the
such as hot-electron relaxation and nonuniform tunneling Defense Advanced Research Projects Agency under con-
probability are therefore avoided. The observation of cur- tract number N00014-87-C-0363.
rent oscillations shown in Figs. 3(a) and 3(c) provides con-
clusive evidence that a mere 3D to 2D tunneling can produce
resonance effects.

The width of the peaks in Fig. 3 (c) can be used to esti-
mate the scattering time at 4.2 K. Taking the known QW S. Lur%,i. in Heterojunction Band Discontinutties: Phy esics and device appli-
width we have calculated the lowest three resonance levels to cations, edited by F. Capasso and G. Margaritondo (North-Holland. Am-

beat 7.5 meV (E,,), 29.6 meV (E I), and 66.2 meV (E,) from sterdam. 1987), Chap. 12.
E. R. Brown. Bull. Am. Phys. Soc. 34. 533 (1989).

the bottom of the QW. Using 22.1 meV (E, - E,) to cali- M. Heiblum. M. 1. Nathan. D. C. Thomas. and C. M. Knoedler. Phys
brate 'he separation between the lowest two resonant states, Rev. Lett. 55. 2200 (1985). and references therein.
weobtain full widths of -8 meV and -13 meV for the two 'A R. Bonnefoi. D. H. Chow. and T. C. McGill. Appl. Ph%. Lett 47. x88

p 1985).peaks labeledE,andE in Fig. 3(c),respectively.Thcorre- "F Beltram. F. Capasso. S. Luryi. S.-N. G. Chu. A. Y. Cho. and D. L
sponding scattering times, by uncertainty principle, are - 82 Sico. Appl. Phys. Lett. 53. 219'( 19889: Proceedings o] the 15th Interna-

fs for Eo and - 50 fs for E , with the assumption that the uonalSvmposium on GaAs and Related Compounds. edited b% J. S. Harris
intrinsic resonance width is negligible. Scattering would (lOP. Bristol. 1989). p. 599.

"C. H. Yang and H. D. Shih. in Proceedings of the 15th lnternatnonal svm-broaden the energy dependence of RT coefficient, and makes poswm on GaAs and Related Compounds. edited b% J. S. Harris i10'.
the resonant states in the quantum well less well defined. In Bristol. 1989). p. bi i.
the limit where scattering time goes to zero, the resonance C. H. Yang, D. L. Plumton. R. Lodenkamper. and H. D Shih. App.
would be extremely broad as if there is no resonance at all. " in Phys. Lett. 55. 1650 ( 1989).

'For a review. see. e.g.. F. Capasso. in Semticonductors and Senimnetals.Furthermore. in our device structure, electrons must be scat- edited bv R. K. Willardson and A. C. Beer (Academic. New York. IQ87).
tered after tunneling due to energy relaxation, before they Vol. 24. Chap. 6.
can contribute to the signal. We therefore conclude, based on 'M. Johnson and A. Grincwajg. Appl. Ph%.s Lett. 51. 1729 (1()7

our observation of distinct peaks in tunneling current. that 'See. e.g.. M. Buttiker. IBM J. Res. Develop. 32.63 1988),
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Improved MBE growth of InGaAs-InAlAs heterostructures
for high-performance device applications

Y.C. Kao, A.C. Seabaugh, H.Y. Liu, T.S. Kim, M.A. Reed
P. Sauniet, B. Bayraktaroglu, and W.M. Duncan

Texas Instruments Incorporated, Central Research Laboratories
P.O. Box 655936, MS147, Dallas, Texas 75265

ABSTRACT

In this paper, we report the improvements in structural quality of the InGaAs-InAlAs het-
erostructures grown on InP by molecular beam epitaxy (MBE). The effect of heteroepitaxial
growth parameters on modulation-doped n-InAlAs/InGaAs-InP structures is examined by Hall
measurement. Practical growth conditions have been developed for device fabrication. Low-
temperature (4.2 K) magnetotransport measurement and resonant tunneling spectroscopy are
used to characterize the modulation-doped structures and resonant tunneling barrier structures,
respectively. Both measurements indicate the high quality of the heterostructures. Barrier height
effect on resonant tunneling diode structures is discussed. InAlAs-InGaAs heterojunction bipo-
lar transistors (HBTs) and high-electron-mobility transistors (HEMTs) have been successfully
fabricated on InP in this work.

1. INTRODUCTION

InGaAs-InAlAs pseudomorphic and lattice-matched heterojunctions on InP substrates arc
of particular interest for use in high-performance transistor structures such as heterojuntion
bipolar transistors (HBTs), high electron mobility transistors (HEMTs), and resonant tunneling
transistors (RTTs) because of the superior electron transport properties of InGaAs and the large
conduction band offset (0.52 eV obtained for the InGaAs/InAlAs heterojunction). 1 This paper
reports improvements in structural quality of InGaAs-InAlAs heterostructures grown by molecular
beam epitaxy (MBE).

We employed x-ray diffraction, photoluminescence (PL), and Hall measurements to character-
ize the grown films. Measurements on modulation-doped HEMT structures and resonant tunnel-
ing diodes (RTDs) by low-temperature magnetotransport and resonant tunneling spectroscopy,
respectively, provided complementary information on electrical transport along and across the
heterojunction. Electronic properties of the InGaAs-InAlAs device structures, including HBT,
HEMT, and RTD structures, are also discussed.

2. GROWTH IMPROVEMENTS

Many reports discuss growth improvements in the quality of InAlAs and InGaAs films on
InP, mainly by optimizing growth temperature and the V/III ratio. 2,3 However, the growth con
ditions for both compounds are usually not compatible because of a large congruent temperature
difference. In this study, InAlAs and InGaAs growth conditions suitable for fabrication of vari-
ous heterojunction devices were first established. A Riber-2300 MBE system with conventional
thermal group III sources and an As 4 source was used for InAlAs/InGaAs growth on InP:Fe(100)
substrates. Indium-free mounting of 2-inch wafers, which is important for ease of device fabrica-
tion, was developed and used in this work. Before growth, native oxides on InP substrates were



thermally removed by heating over 500 'C for 5 minutes under an As 4 beam. Typical growth rate
was 0.9 pm/hour. Reproducible beam fluxes of all group III elements were measured daily at
the growth position using an ion gauge. Accurate In-to-Ga (or In-to-Al) flux ratio, correspond-
ing to either lattice-matched or pseudomorphic condition, was consistently achieved in order to
yield structures with proper In composition within 2%. Unintentionally doped InGaAs layers
were n-type with a net donor concentration of 3.3x10' cm -3, while undoped InAlAs layers were
semi-insulating.

Figure 1 shows the dependence of the PL linewidth on growth temperature for three different
V/III ratios. Each curve shows a minimum linewidth at different temperatures. A broadening
linewidth at both higher and lower temperatures can be observed, while the temperature of mini-
mum linewidth increases with greater V/III flux ratio. Minimum linewidths of 18, 16, and 13 were
obtained at 500, 525, and 550 °C for V/III ratios of 3, 7, and 15, respectively. Two mechanisms,
competing with each other, can account for the PL linewidth broadening. At low temperatures,
the surface mobility of Al atoms is too low for Al to diffuse effectively onto the lattice sites as
in the case of AlGaAs growth. Increasing growth temperature improves the crystalline quality
and the PL linewidth decreases. Figure 1 also shows that, the greater the V/II1 ratio, the higher
the temperature needed for comparable crystalline quality. On the other hand, the broadening
linewidth with high temperature is related to incorporation of As vacancies, probably resulting
from increasing As desorption from the surface. In this case, growth under a low V/III ratio
would have a higher desorption rate and, therefore, results in a poorer film. Although the best
linewidth of 12.8 meV was achieved under a high growth temperature of 550 °C and a high V/III
ratio of 15, the drawbacks of rapid As-source consumption and incompatibility with lower InGaAs
growth temperature are apparent. On the other hand, films grown at 525 *C with medium As
pressure have satisfactorily high quality for device fabrication.
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Fig.1 4.2 K PL linewidth of InAlAs versus Fig.2 X-ray linewidth of InGaAs versus V/III
growth temperature under three V/Ill ratios. ratio under th:Z- different growth tempera-

tures.



As broader PL linewidths are usually obtained on InAlAs films, typical InGaAs layers have
PL linewidths of 4 to 6 meV when grown under conditions similar to InAlAs growth except at
lower growth temperatures. X-ray linewidth is sensitive to InGaAs quality but is not as sensitive
to doping level as PL. To facilitate x-ray linewidth measurements, some samples were grown with
lattice slightly mismatched to InP. There is little difference in film quality for growth under similar
conditions with lattice mismatch up to 0.4%. Figure 2 shows the x-ray full width at half maximum
(FWHM) of the InGaAs films as a function of V/III ratio under different growth temperatures.
For a high growth temperature around 52500 and low As overpressure, poor InGaAs films with
high FWHM values resulted, possibly because of As-vacancy incorporation. The film quality
improved dramatically as the V/III ratio was increased above 10, and the FWHM values reached
a minimum value of about 50 arc-seconds as the V/III ratio approached 15. For films grown at a
certain temperature, a higher flux ratio always results in better growth, although the film quality
becomes less and less sensitive to flux ratio as the growth temperature is decreased. The best
films were grown at 470 *C with little flux ratio dependence. However, the films grown with a
flux ratio of 7 were found to have higher PL intensity and slightly better electron mobility.

3. MATERIAL QUALITY

Two concerns surface when determining the growth conditions for device fabrication. First,
high As overpressure is favorable in growing the best InGaAs and InAlAs; however, it is not
practical to prepare these ternary layers with very high As 4 flux since high flux leads to frequent
recharge of the solid arsenic cell. A V/III flux ratio of 15 to 1 is about 5 to 10 time- higher than
a normal GaAs/AlGaAs run. Second, because of growth temperature incompatibility between
InAlAs and InGaAs, growth interruption is sometimes necessary, causing a potential impurity
incorporation problem if interruption is too long. Using 2-inch InP with non-Indium soldering
mounting can ease the problem since a 75 'C temperature change can be exercised in less than
one minute. With these concerns in mind, several InAlAs/InGaAs heterostructures were prepared
to evaluate the growth conditions and to characterize the heterojunction. Hall effect and low-
temperature magnetotransport measurements on HEMT structures were used to evaluate the
transport characteristics along the length of the heterointerface, while RTD assessed the transport
across the interface.

3.1 Hall Effect and Magnetotransport Characterization

Four modulation-doped n-InAlAs/inGaAs heterostructures designed for microwave HEMT
device applications were prepared to evaluate the growth conditions for device fabrication.' The
undoped InGaAs channel thickness was 50 nm, sitting on top of a 500-nm-thick InAlAs buffer.
Both medium (7) and high (15) V/III flux ratios were used. The InAlAs growth temperature was
fixed at 525 0C ; while 470 and 525 0C were chosen for InGaAs growth. The growth parameters are
listed in Table 1(a). The spacer layer thickness, supplied charge density, measured Hall mobilities.
and sheet concentrations at 300 K anJ 77 K are also listed.

All four samples show fairly high and consistent values of sheet charge at both 300 and 77
K. The mobilities are higher with the InGaAs layer grown at 470 0C with a medium flux ratio
or with the InGaAs grown at 525 0C with a high flux ratio. High InGaAs growth temperature
under a medium flux ratio, or low InGaAs growth temperature under a high ratio, yields film
with low mobilities, indicating less perfect heterointerfaces. The growth conditions were then
selected either with InAlAs and InGaAs grown at 525 and 470 0C , respectively, under a medium
flux ratio; or with both layers grown at 525 0C under a high flux ratio. The former condition was
used to prepare all the heteroepitaxial device structures in this study, and the latter was used
when superlattice layers were needed.

Low-temperature magnetotransport of the InGaAs/InAlAs HEMT structures was performed



in dark conditions,' immersed in the cryogen for thermal stability. Standard Hall bridges were
defined by chemical etching with AuGe/Ni/Au ohmic contacts applied by evaporation and alloy-
ing. DC measurement techniques were used, with a typical constant-current source of 10 PA. The
absence of electron heating was verified by varying the excitation current. For magnetotransport
ileasurements, the magnetic field perpendicular to the plane of the 2-dimensional electron gas
(2ThEG) was swept from 0 to 9.0 Teslas.

Figure 3 shows the best mobility results. The standard HEMT structural parameters are
listed in Table 1(b). At 4.2 K, the structure exhibits an electron mobility of 1.05x101 cm 2 /V-s
at a carrier density of 1.4x10 12 cm - 2 measured by Shubnikov-de Haas oscillations. Well defined
quantum Hall plateaus are evident, and are quantized to the resistance values given by

h
p _ - - = 25,813/i ohms, (1)

where i is the number of filled Landau levels. The values agree to within the experimental
resolution. Quantized Hall plateaus down to filling factors of i = 4 are evident.
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Fig.3 4.2 K Hall resistance of a standard n-
InAlAs/InGaAs modulation-doped structure.

0
0 9.0
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Table 1. Structural parameters of n-InAlAs/lnGaAs HEMT structures for (a) Hall, and
(b) low temperature magnetotransport measurements.

TInAIA. TInG.A. V/Ill Total Spacer 300 K 77 K
Ratio Charge A n, A n,

(°C) (°C) _ (cm - 2) (nrm) (cm 2/Vs) (cm - 2) (cm 2 /Vs) (cm - 2 )

525 470 7 5x1012  5 9,800 2.1xO12  53,000 1.7x10 12

(a) 525 525 7 5x1012  5 6,400 2.2x1012  33,000 1.8x10 12

525 470 15 5x10 12  5 6,000 2.1xO12  31,000 1.7xlf 12

525 525 15 5x1012  5 8,200 2.2x1012  45,000 1.8x10' 2

Standard
HEMT Structure 5x10' 2  2 9,800 2.1x10 12  47,000 1.9x10' 2

(b) Double- Heterojunction 8x10T' 5
Pseudo-HEMT Structure 2x10' 2 5 8,600 5.6xI0' 2 21,000 4.8xI0 12



A double-heterojun ction/single-quantum-well HEMT structure was also investigated. The
.amp' £onists fA a 20-nm pseudomorphic In0.6Ga0 .4As quantum well clad by InAlAs barriers.
There are 5-nm spacers between the quantum well with Si doping of 5x10 s cm- 3 (in 18 nm)
and 2x10I 8 cm - 3 (in 10 nm) on the top and bottom, respectively, of the well. This structure
is distinct from normal HEMT structures in that dopants are incorporated on both sides of
the quantum well. The Shubnikov-de Haas oscillations exhibit two distinct Fourier components,
yielding two 2DEG density values of n(1) = 2.1x10 12 cm - 2 and n(2) = 6.2x10 1 cm - 2 (Figure
4). The accompanying quantum Hall plateaus do not fall on the quantized values because of the
parallel conduction paths in the quantum well. Parallel conduction through the InAlAs is not
present, as demonstrated by the flatness of the plateaus. These results imply two parallel 2DEGs
that are held by the ionized donors on both inverted and normal interfaces of the quantum well,
indicating high quality of the heterointerface.

1.50x10 3  2.00x102

1.50x102

5.00x10 2 
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5.0Ox1l o

0.O0X100 I I 0.001100
0.0 30.0 60.0 90.0
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Fig.4 Low-temperature (1.0 K) magnetotransport measurements of a double-hetero
single-quantum-well modulation-doped structure. Hall resistance is on the left scale
ant magnetoresistance is on the right scale.

3.2 Resonant Tunneling Diode Characterization

We have characterized the effect of In.,All_,As barrier composition on the RTD characteristi(',
of the pseudomorphic Ino0s 3 Gao.47 As /InAllAs RTD structure as x is varied from 0.35 to 0.69.
From the lattice-matched condition at x = 0.52, this range in mole fraction spans a range of
barrier strain from tensile to compressive. X-ray rocking curves were used to established the
material composition.

The RTD structure, grown on semi-insulating InP substrates, consisted of an 800-nm InGaAs
contact layer doped to 2x10I ' cm -3 , 200 nm of InGaAs at 2x10 7 cm - 3 , a 20-nm InGaAs undoped
spacer layer, a 3-nm InAlAs tunnel oarrier, and a 4.5-nm InGaAs quantum well. The structure
is symmetric in layers grown above the well except for the top 2x10 cm 3 contact layer, which
is 200-nm thick rather than 800-nm thick. The InGaAs layers were lattice-matched, while the
InAlAs tunnel barriers were varied in composition. Mesa devices with areas ranging from 9 to
900 Am2 were formed by conventional lithographic steps, lift-off metallization, and wet chemical
etching. Rapid thermal annealing, 350 *C for 5 seconds, lowered the contact resistivity from its



nonalloyed value in the 10- 6 ohm-cm2 range into the mid to low 10-1 ohm-cm2 range.

The I-V characteristics of the lattice-matched InAlAs tunnel barri.er ?TD are shown in Figu:c
5. This structure, with InGaAs grown at nominally 470 0C and InAlAs tunnel barriers grown
at 525 'C , gives a peak-to-valley current ratio of 5.1 at a current density of 2.1x10 4 A/cm' .

This material structure, with slightly different layer dopings and thicknesses, has been previously
reported by Muto et al. 6,7. At a growth temperature of 470 0C they obtained a peak-to-valley
current ratio of 5.5 at a current density of 4.8x10 A/cm2. The difference in peak current density
can be attributed to the higher doping densities in Muto's devices. When the device is cooled
to liquid nitrogen temperature, the peak-to-valley current ratio increases to 15.2 with current
density increasing to 2.4x10 4 A/cm2. This is slightly greater than the Muto result (peak-to-valley

ratio of 12) but at half the current density.

Fig.5 Room-temperature I-V characteristics
for a lattice-matched InGaAs/InAlAs RTD.

The dependence of RTD peak current density and peak-to-valley current ratio on the atomiC
fraction x of In in the InAll,As tunnel barriers is shown in Figure 6. The In fraction x was
found to be 0.35, 0.45, 0.52 (lattice-matched), 0.59, and 0.69. Room-temperature measurements
were made of both forward and reverse diode polarities. Some general trends emerge with change
in the InAlAs barrier composition. As the In fraction increases starting from 0.35, the conduction
band discontinuity between InGaAs and the InAlAs layers decreases. This results in a wider
transmission resonance and, therefore, an increasing peak current density as the In fraction in-
creases. Valley current density increases at a greater rate than peak current density and a modest
decrease in peak-to-valley ratio with increasing In fraction is observed. These same trends have
been previously described by Inata et al.8

We can also gather information about the structure from observing the dependence of peak
current density on bias polarity. When one of the tunnel barriers is thinner than the other, the
resulting peak current density will be greatest for the bias polarity in which the electron traverses
the thinnest barrier first.9 With the exception of the In0.69A10.3,As barrier, the thinnest tunnel
barrier was always indicated nearest the surface. (For the x=0.69 diodes, two devices showed
thinner barriers on top, while two devices showed thinner barriers on the bottom). For the
x=0.35 devices, the peak current density is virtually the same for both directions of bias polarity,
indicating that the barrier thicknesses are also the same. For x=0.35, it is also interesting to
examine the peak-to-valley ratios which differ considerably for the two bias polarities. When
electrons are directed up, the peak-to-valley ratio is considerably degraded over the case when
the electrons are directed down. The valley current is increased when electrons pass through the
lower barrier first. This might be caused by a rougher surface on the lower barrier giving rise to
greater scattering and higher valley current.
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4. DEVICE RESULTS

Various devices with InGaAs and InAlAs active regions have been successfully grown on InP
by MBE using the optimized growth conditions. Growth interruption improved the abruptness
of the interface and facilitated the growth temperature difference.

InP based HBTs are being developed by several research groups for high-speed and linear
microwave applications. The high electron mobility ,f !nGaAs reduces the base transit time in
these devices, which, together with the reduced contact resistances, yields higher current gain
cut-off frequencies, (fT). Such devices are preferred for digital applications to improve the circuit
speed and for their low emitter-base turn on voltages to reduce power consumption. We have
fabricated InAlAs/InGaAs HBTs on InP substrates in this work. The wide-bandgap emitter in
this structure was InAlAs, whereas the base and the collectors were made of InGaAs. A graded
layer between the base and the emitter smoothed the bandgap discontinuity at the heterointerface.
Another graded layer was used as a transition from the emitter layer to the smaller bandgap
emitter contact layer. All layers were grown lattice-matched to InP. The dc common emitter
characteristics of the HBT are shown in Figure 7. A typical current gain / of 500 was obtained
over a large range of collector current densities. The device breakdown voltage was about 3 V;
lower than standard AIGaAs/GaAs HBTs due to the smaller bandgap of the InGaAs collector.
The Gummel plots shown in Figure 8 indicate that the current gain remains almost constant over
about 6 decades of current ranges. Such uniform beta values are indicative of low surface and
interface recombination centers. Uniform beta values also indicate that the device dimensions



cau be scaled down without compromising the current gain. The measured emitter-base tirn ,mi

voltage was 0.65 V compared with 1.45 V for standard A1GaAs/GaAs HBTs.
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Fig.7 DC common emitter I-V characteristics Fig.8 Gummel plots for InAlAs/InGaAs-oi-of an InAlAs/InGaAs-on-InP HBT. The CE InP HBT. The current gain remains constantcurrent gain of 500 is obtained, over 6 decades of current ranges.

Modulation-doped n-InAlAs/InGaAs microwave HEMT devices were fabricated in this study.Devices with gate widths of 75 and 50 pm were fabricated on this material. The process isconventional: a mesa is first etched using a sulfuric acid, hydrogen peroxide, and water solutiOD.AuGe/Ni/Au source drain ohmic contacts are deposited and alloyed at 375 'C for 3 minutes. The
measured contact resistance is in the low 10 - ohm-cm 2. The source-drain spacing is 1.5 pn,. Tl,,0. 3 -pm gates are defined using e-beam exposure and recessed to the desired value. Ti/Pt/Ait witha total thickness of 600 nrn is evaporated and lifted. After 100 nm of silicon nitride is deposited.fabrication of the bonding pads and air bridges complete the front-side processing. The wafe.r isthen lapped to 4 mils and metallization of the backside is performed before the individual chips
are scribed apart.

The I-V characteristics of a 25 um x 0.3 pm test device are shown on Figure 9. The Inaxinnnx,transconductance is 600 mS/mm. S-parameter measurements indicate that the extrinsic fr is 65
GHz. The extrapolated fma, is 150 GHz.

Fig.9 I-V characteristics of a 25 pm x 0.3 pim
InAlAs/InGaAs HEMT. The vertical and hor-
izontal scale is 1 mA/div and 200 mV/div. re-
spectively, the step is 200 mV with VG=0.2V.



5. SUMMARY

Lattice-matched InAlAs-InGaA-, on InP heterostructures were successfully grown by MBE.
The improved growth conditioiis were obLained with InAlAs and Ir-GaAs grown at 525 °C anv 470
°C, respectively, under a medium flux ratio of 7. The conditions were confirmed by Hall measure-
ments on HEMT structures. Well defined quantum Hall plateaus on the HEMT structures were
measured by 4.2 K magnetotransport. Two parallel 2DEGs on a double heterojunction HEMT
structure were also obtained. InAlAs/InGaAs RTDs show very high quality negative differential
resistance (NDR) characteristics (Jp/J = 15.2 with Jp = 2.4x104 A/cm2 at 77 K). We also studied
the effect of barrier composition on the NDR characteristics of InGaAs/In.All..As RTDs with
x varying from 0.35 to 0.69. The higher barrier can improve the peak-to-valley current ratio by
significantly reducing valley current. HBTs with constant /3 of 500 over 6 decades of current range
were achieved. HEMTs with 0.3-jm gate lengths exhibit a maximum transconductance of 600
mS/mm. S-parameter measurements indicate that the extrinsic fT is 65 GHz. The extrapolated
fmx is 150 GHz without optimized device processing. Processing improvements should further
enhance device performance based on this InAlAs/InGaAs-on-InP material system.
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Realization of a three-terminal resonant tunneling device: The bipolar
quantum resonant tunneling transistor

M. A. Reed, W. R. Frensley, R. J. Matyi,a) J. N. Randall, and A. C. Seabaugh
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A new three-terminal resonant tunneling structure in which current transport is controlled by
directly modulating the potential of the quantum well is proposed and demonstrated. Typical
current gains of 50 at room temperature are observed.

Resonant tunneling ',2 provides a controllable current (x = y), although clearly more complex engineering can be
transport mechanism in semiconductor heterostructures. obtained with multiple sources.
Recent attention has been focused upon exploiting this Figure 1 shows a schematic band diagram of the epitax-
transport mechanism in three-terminal device configura- ial structure. The structure was grown on a semi-insulating
tions.3" Many of these proposed and fabricated devices (Cr-doped) GaAs substrate using a Riber 2300 MBE sys-
show behavior which could equally well be obtained from tem. The structure consisted of a 1.0 /m undoped GaAs
the series connection of a conventional semiconductor de- buffer, GaAs contacts Si doped to 2X 10s cm- 3 (1.5 /m
vice and a resonant tunneling diode.7 This letter presents a bottom contact, 0.5/upn top contact), a superlattice emitter
new bipolar quantum resonant tunneling transistor (Bi- and collector consisting of 50 periods 80 A GaAs + 20 A
QuaRTT) in which the tunneling current is directly con- Ale4 Gao6 As Si doped to 2x 10' cm-3 except for three un-
trolled by modt.lating the potential inside a quantum well.8  doped periods adjacent to the tunneling barriers, 50 A un-

The BiQuaRTT consists of a resonant tunneling diode doped Alo.,Gao6 As tunnel barriers, and a 150 A GaAs
structure in which the quantum well is doped p type and quantum well. The center 50 A of the quantum well was
separately contacted. It operates in a manner similar to a doped p type with Be to 1 X 101' cm - . The superlattices,
conventional bipolar transistor in that the potential in the AIGaAs barriers, and the quantum well were all grown at
base (i.e., the quantum well) is controlled by the density of 640 *C as measured by a short wavelength pyrometer, while
holes as established by the Fermi level of the base contact. the GaAs contacts were grown at 600 *C. A cross-section
Operation via electron tunneling, however, imposes new transmission electron micrograph of the structure verified
constraints on the structure of the device. Because the reso- the dimensions.
nant quantum state necessarily lies above the local conduc- The energy-band profile of the present BiQuaRTT de-
tion band, the conduction band in the emitter must be biased sign under a typical bias is shown in Fig. 2. The model from
to an energy higher than that in the base, to obtain -sufficient which this figure was obtained finds the self-consistent solu-
tunneling current. If a bipolar device were to be built in a tion of Poisson's equation for the electrostatic potential. The
conventional resonant tunneling diode structure where the electrons in the contacts are treated in a finite-temperature
band gaps of the quantum well and the two contacting layers Thomas-Fermi approximation (i.e., these electrons are as-
are equal, such a bias condition would produce catastrophic sumed to be in local equilibrium with the Fermi levels estab-
leakage currents in the parasitic pn junctions at the base con- lished by their respective electrodes.) The superlattice layers
tact. These leakage currents are suppressed by employing are represented as homogeneous alloys, the effective compo-
wider band-gap material in the emitter and collector layers sition (of 0.07) determined by solving an envelope wave
of the BiQuaRTT. function approximation for the superlattice minibands. The

A number of options exist for the creation of wider
band-gap regions in the emitter and collector (with respect
to the quantum well). One option is to utilize a Al Ga, As G.A.IAIG.A.RP-nant Tunneling

emitter/Al.Ga, YAs tunnel barrier/AIGa, -,As quan- Emiu , S..... CoI ,,

tum well structure ( y > x > z>O). Another is to utilize mul- H IUHR 1 H f
timaterial syst2ms, such as a GaAs emitter/ Condu.ton E[

AI, Gal- As tunnel barrier/In Ga, - YAs quantum well

structure.' A third option, implemented here, is to create a Su
.uZrltdtce VEtH "Hidden" G.AW'AIG.tA.

wider band-gap material in the emitter/collector by using mnibiod, o.d

superlattices, i.e., a (GaAs/AIGa, ,As) superlattice
emitter/AlyGa, -As tunnel barrier/GaAs quantum well v.n -.
structure. The bottom of the first conduction-band mini- U _UUL L__ UU][_

band serves to emulate a homogeneous alloy raised injector
region. In the present structure, a single Al source was used

FIG. I. Schematic band structure diagram of the BiQuaRTT. The emitter
and collector are superlattices that clad the double-barrier resonant tunnel-

Present address: Department of Metallurgical and Mineral Engineering, ing structure, and the base is a p-doped quantum well with a "hidden"
University of Wisconson, Madison, WI 53706. ground state.
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X(nm) cal BiQuaRTT structure. Emitter area = (5 pm) 2, T = 300 K.

FIG. 2. Energy-band profile obtained from a numerical simulation of the
present BiQuaRTT structure at 300 K with V,, = 1.42 V and Vc = 0.30 V. conimon emitter characteristics, voltage bias, of the same
The energies of the resonant electron states and the first confined heavy hole device shown in Fig. 3. The inset to the figure shows the
state are shown by dotted lines, and the Fermi levels of the respective elec-
trodes are shown by dashed lines. The presence of a resonant level within a transconductance, which becomes negative at V, = 1.1 V.
few kT of the emitter Fermi level and the confinement of the hole state are The negative transconductance values shown here are typi-
apparent. This simulation neglects current flow, self-consistently solving cal; values as high as - 4.0 mS (for similar 5 um square
for the carrier distribution and potental under an assumption of local qua-
siequilibrium. mesas) have been observed. It should be noted that the maxi-

mum current density of 5.6 x l0' A/cm2 (i.e., before the
transconductance becomes negative) is approximately the

confined holes in the base are treated quantum mechanically same as the current density of this resonant tunneling peak

by solving Schroedinger's equation for the ground state and observed in a control structure identical except for the p-type

multiplying the resulting probability density by the Fermi quantum well doping.

distribution. In the present simulation the base is biased to An important characteristic shown in Fig. 4 is that the

+ 1.42 V to pull the quantum well potential down to the transconductance asymptotically becomes positive (for

vicinity of that of the emitter. VB > 1.25 V). This is due to initiation of resonant tunneling

Devices were fabricated using contact lithography, lift- through the next excited state of the quantum well. Parasitic

off metallization processes, and implantation. To form a base leakage current of the implanted pn junction, for which
low-resistance contact to the quantum well, a triple Be im- Fig. 5 has been corrected, prevented observation of further

plant was used consisting of consecutive doses of 1 X 10"
cm- 2 at 30, 80, and 160 keV. A rapid thermal anneal at
750 °C for 10 s was sufficient to activate the anneal. Ohmic 2.25.... I I

contact to the base was achieved with Ti/Pt/Au, while a 3.0
Ni/Ge/Au composite formed the collector and emitter con- 2.00xlO- 3  2.0 £

tacts. A shallow etch was performed between the emitter and 1.0
base (implanted contact) to improve isolation between these .. 5.0 • •
two contacts. A Si 3 N4 passivation layer was deposited over 1.75x-3 0.0 --

10 . . . . I t , ,

the entire structure. 05 1.0 1.5
Figure 3 shows the common emitter characteristics 1.50x1o - 3  (v) - ... - -(V)

(current bias) Ic vs VCE of a typical BiQuaRTT structure at
room temperature. It should be noted that negative differen- ."- --
tial resistance should not be observable in this structure if 05- /
indeed the contact to the quantum well is obtained and the // - - 15V
well is not depleted. Typical current gains of 50 are observed, 1.00xIO

-3  / ,.---- 1.35V
although a singular device exhibited a current gain of 450.

The distinguishing characteristic of this strvcture is that 7.5oxo-* -T
transport is determined by tunneling through the quantum 0.75 1.25 1.75 2.25 2.75
well states that are biased into resonance by the base poten- VcE (V)
tial. Because the quantum well potential is controlled by the FIG. 4. Common emitter characteristics (voltage bias) I. vs VCE of the
base voltage, the familiar signature of a negative differential BiQuaRTT structure shown in Fig. 3. Emitter area = (5 pm) 2 , T = 300 K.
resistance for a resonant tunneling diode appears as a nega- The inset shows the transconductance g,, as a function of base potential VA.
tive transconductance in this structure. Figure 4 shows the For 1.05 V < V< 1.25 V, the transconductance iz negative.
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